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Abstract. In our current work we propose a strategy to reduce the vast
amounts of data produced within smart environments for sensor-based
activity recognition through usage of the nearest neighbor (NN) app-
roach. This approach has a number of disadvantages when deployed in
resource constrained environments due to its high storage requirements
and computational complexity. These requirements are closely related to
the size of the data used as input to NN. A wide range of prototype gener-
ation (PG) algorithms, which are designed for use with the NN approach,
have been proposed in the literature to reduce the size of the data set.
In this work, we investigate the use of PG algorithms and their effect on
binary sensor-based activity recognition when using a NN approach. To
identify the most suitable PG algorithm four datasets were used consist-
ing of binary sensor data and their associated class activities. The results
obtained demonstrated the potential of three PG algorithms for sensor-
based activity recognition that reduced the computational complexity by
up to 95 % with an overall accuracy higher than 90 %.
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1 Introduction

Sensor-based activity recognition [1] is at the core of smart environments. This
recognition aims to recognize the actions of one or more persons within the
environment based on a series of observations of sub-actions and environmental
conditions over a period of finite time. It can be deemed as a complex process
that involves the following steps: (i) select and deploy the appropriate sensors
to be attached to objects within the smart environment; (ii) collect, store and
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pre-process the sensor related data and, finally, (iii) to classify activities from
the sensor data through the use of activity models.

Advances in technology developments have mainly focused around the pro-
vision of a wide range of low cost devices, with low-power requirements and
decreased form factor that implies constrained resource environments. An exam-
ple are the inexpensive micro boards, such as Raspberry Pi [2] or Arduino [3].
These devices allow information to be read from sensors, in addition to the
processing of sensor data to extract relevant information from the smart environ-
ments. These small computer boards, however, offer limited processing capacity
and low storage capacity hence a key factor with their usage is to reduce the
computational complexity of any tasks they must undertake [4,5].

Approaches used for sensor-based activity recognition have been divided
into two main categories: Data-Driven (DDA) and Knowledge-Driven (KDA)
Approaches. The former, DDA, are based on machine learning techniques in
which a preexistent dataset of user behaviors is required (and available). A train-
ing process is carried out, usually, to build an activity model which is followed
by a testing processes to evaluate the generalization of the model in classifying
unseen activities [6-8]. With KDA, an activity model is built through the incor-
poration of rich prior domain knowledge gleaned from the application domain,
using knowledge engineering and knowledge management techniques [9,10].

This contribution is focused on the most popular algorithm among all of the
DDA solutions namely, the nearest neighbour (NN) [11] that provides simplicity
and overall good levels of accuracy [12]. The approach is based on the concept
of similarity patterns that can be allocated to the same class label (activity)
[13-15].

The NN approach does, however, suffer from several shortcomings. These
mainly relate to high storage requirements and high levels of computational
complexity [16]. These requirements are closely related to the size of the dataset.
The computational complexity of the linear search method of NN is O(n d) where
n is the size of the dataset and d is the dimensionality, i.e., the number of sensors.
This fact is even more relevant in the application domain of activity recognition
where the size of the data is related to a vast amount of generated-sensor data
within smart environments.

For this reason, the PG algorithms [17] are a suitable choice given their focus
on recognizing an optimal subset of representative samples from the original
training data. This is achieved by removing noisy and redundant examples in
order to generate and replace the original data with new artificial data [18].

In order to maximise the advantages provided by the NN approach and
avoiding the drawbacks associated with the size of the datasets in resource con-
strained environments, the contribution of the current work proposes to use PG
algorithms to reduce the size of the data in order to (i) decrease the storage
requirements and computational complexity with the NN approach, (ii) main-
tain classification accuracy.
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An evaluation is undertaken with four datasets to consider the effects of
the reduction of the computational complexity in terms of overall accuracy for
activity recognition based on sensor data gleaned from smart environments.

The remainder of the paper is structured as follows: Sect.2 reviews the NN
approach in addition to PG algorithms. Section 3 presents an empirical study
that analyzes PG algorithms in terms of their accuracy and reduction for the
purpose of activity recognition based on four datasets using binary sensors within
smart environments. Finally, in Sect. 4, Conclusions and Future Work are pre-
sented.

2 Prototype Generation Algorithms Designed
for the NN Approach

In this Section, we present an overview of the NN approach in addition to con-
sider the notion of PG algorithms.

2.1 Nearest Neighbor Approach

The NN approach [11] is one of the most successfully used techniques for classifi-
cation and pattern recognition tasks. It is based on the concept of similarity [19]
and the fact that patterns that are similar, usually, have the same class label.
The method is categorized as lazy learning [20] given it classifies the class label
from raw training samples.

In order to recognize an unseen sample, representative training samples are
stored within the activity model. Each training sample, which is annotated with
a class label, is essentially a vector in a multidimensional feature space. In the
case of activity recognition, each feature corresponds to each sensor of the net-
work. During the testing process, a non-annotated vector i.e., a new sample, is
classified. To do so, a parameter k is fixed that means the k training samples
nearest to the new sample will be used to classify. The non-annotated vector,
i.e., the new sample, is classified with the activity label corresponding to the
most frequent label among the k training samples nearest to it. When k = 1
in the NN approach, i.e., the activity label of the non-annotated vector is the
activity label of its single most closest neighbour.

The NN approach is based on the similarity of its k£ closest neighbours and
has the ability to attain good levels of performance [12], however it suffers from
the following three weaknesses [16]:

1. High storage requirements in order to retain the set of training samples.

2. High computational complexity in order to search through the training sam-
ples and classify a new sample.

3. Low tolerance to noise given that it considers all data relevant, even when
the training set may contain incorrect data.

A successful technique, which has been shown to address these challenges, is
based on PG algorithms. The following Section provides further details on PG
algorithms and their use with NN approach.
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2.2 Prototype Generation Algorithms

PG algorithms are a form of data reduction technique [21] that aim to identify an
optimal subset from the original training set, by discarding noisy and redundant
examples and by modifying the value of some features of the samples to build
new artificial samples that are known as prototypes [18].
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Fig. 1. Reduction through usage of PG algorithms in the number of stored instances
with the ability to reduce the computational complexity of the NN

PG algorithms are therefore designed to obtain a set of prototypes generated
TG, which has a smaller size of the data than the original training set T'R. The
cardinality of the T'G is sufficiently small and has the subsequent effect to reduce
both the storage requirements and computational complexity spent by the NN
approach.

A wide range of PG algorithms have been designed for the NN approach to
reduce the size of the dataset. Figurel illustrates the objective of these algo-
rithms which have been categorized into a taxonomy based on the following four
mechanisms of prototyping [17]:

— Positioning adjustment [22-24]: This technique corrects the position of a sub-
set of prototypes from the initial set by using an optimization procedure. New
positions of the prototype can be obtained by using the movement idea in the
multidimensional feature space by adding or subtracting some quantities to
the feature values of the prototypes.

— Class relabeling [25,26]: This generation mechanism consists of changing the
class labels of samples from T'R, which are considered as having errors and/or
belonging to other different classes than to those which they have been labeled.

— Centroid based [27,28]: These techniques are based on generating artificial pro-
totypes by merging a set of similar examples. The merging process is usually
made from the computation of averaged attribute values over a selected set,
yielding the so-called centroids.



68 M. Espinilla et al.

— Space splitting [29,30]: These techniques are based on different heuristics to
partition the feature space, along with several mechanisms to define new pro-
totypes. The idea consists of dividing T'R into regions, which will be replaced
with representative examples establishing the decision boundaries associated
with the original T'R.

The PG algorithms can be associated with four types of reduction [17].

— Incremental: An incremental reduction starts with an empty reduced set TG
or with only some representative prototypes from each class.

— Decremental: The decremental reduction begins with TG = T'R, and then the
algorithm starts reducing TG or modifying the prototypes in TG.

— Fized. The fixed reduction establishes the final number of prototypes for TG
using a user previously defined parameter related to the percentage of retention
of TR.

— Mized. A mixed reduction starts with a pre-selected subset T'G, and following
this, additions, modifications and removals of prototypes are performed in T'G.

3 Case Study

This Section details the evaluations under taken to investigate the effects of the
performance of the PG algorithms to decrease the size of the dataset for use
with NN as a means of classification in the process of activity recognition.

3.1 Activity Recognition Datasets

The case study presented in this contribution uses four datasets collected from
multiple smart environments all of which used binary sensors.

Each instance of the dataset is a vector with d + 1 components; the first
d components correspond to the value of the d sensors involved in the smart
environment and the last component, d+ 1 corresponds to the activity performed
(class label). The value of a sensor is represented as a binary variable that takes
the value 1 if the sensor had a change of state and 0 otherwise.

Following, the four datasets are described:

— Casas [31]. This dataset was collected from the smart apartment test-bed of
the Washington State University that contains 121 instances that was gener-
ated using 39 binary sensors with five types of activities.

— ODI1 and ODI2 [32).1 ODI datasets were generated within the IE Sim intel-
ligent environment simulation tool. The first ODI contains 308 observations
generated using 21 binary sensors with 11 types of activities. The second ODI
dataset contains 616 observations that was generated using also 21 binary
sensors with the same 11 types of activities that ODI1

1 ODI1 and ODI2 datasets were generated by Ulster University thanks to the Open
Data Initiative (ODI) [33] for Activity Recognition consortium that aims to create
a structured approach to provide annotated datasets in an accessible format.
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— VanKasteren [34]. This dataset was compiled in a house environment and
contains 245 observations that were generated using 14 binary sensors with
seven types of activities.

Depending on each person within the smart environment, it is usual that the
same activity may be performed in a number of different ways over a range of
durations. Thus, depending on the activity performance the sensors’ interactions
can be different.

3.2 Evaluated PG Algorithms

Twelve PG algorithms, which are presented in see Table 1, have been considered
in order to identify the most suitable PG algorithms for binary sensor-based
activity recognition that reduce the computational complexity.

Table 1. Taxonomy of PG algorithms evaluated

PG algorithm | Mechanisms of prototyping | Reduction type
LvQ3 Positioning Adjustment Fixed

vQ Positioning Adjustment Fixed
LvVQTC Positioning Adjustment Fixed

MSE Positioning Adjustment Mixed

HYB Positioning Adjustment Mixed
LVQPRU Positioning Adjustment Mixed
PSCSA Positioning Adjustment Mixed
ENPC Positioning Adjustment Mixed
GENN Class Re-labeling -
MixtGauss Centroids Fixed

MCA Centroids Decremental
POC Space Splitting Incremental

Each PG algorithm requires a set of parameters. In this contribution, the
fixed configuration has been the configuration proposed in [17] due to the suc-
cessful results previously achieved.

Given that activities of the four datasets are annotated, we are able to eval-
uate the accuracy of the resulting subset of prototypes from each PG algorithm.
In this way, the classification percentage is related to the accuracy percentage
using the complete dataset to evaluate the NN classifier for a given prototype in
the activity recognition process. Specifically, the accuracy percentage is defined
as the proportion of true results among the total number of classes examined.

The set of evaluated PG algorithms are presented in Table 1, which were run
using Keel software [35], an open source Java software tool with evolutionary
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learning and soft computing based techniques for different kinds of data mining
problems. To assess the performance of the PG algorithms, a 10-fold Cross-
Validation was used to evaluate the accuracy percentage of each PG algorithm.
The main advantage of this validation is that all the samples in the dataset are
eventually used for both training and testing [36]. With this approach less of an
emphasis is placed on how much the data becomes divided.

3.3 Results

Table 2 presents the average results obtained by the set of PG algorithms evalu-
ated over the four datasets with the NN approach with k =1 (1NN). The value
of the parameter k = 1 is selected because this value presents low tolerance to
noise in the NN approach.

Table 2 indicates the accuracy percentage in addition to the percentage reduc-
tion in terms of computational complexity for each PG algorithm and dataset.
So, the reduction represents the percentage of instances that are included in the
activity model of the original training set. For example, in the ODI2 dataset
contains 616 observations, if the training size is reduced by 95 %, the set of pro-
totypes generated contains 31 samples, which will be included in the activity
model of the NN approac. Furthermore, the accuracy average percentage and
the reduction average percentage are indicated in Table 2.

The PG algorithms reduced the size of the training data and also reduced
the computational complexity when classifying a new activity based on binary
sensor-based activity recognition with a 1NN approach. The PG algorithms with
a reduction around 95 %, significantly decreased the size of the initial training
data. Therefore, the computational complexity is clearly reduced in the same
proportion, i.e., 95 %, to classify a new activity.

Nevertheless, in some PG algorithms, the reduction of the size of the training
data implies a reduction in the percentage accuracy. This fact is dramatic due
to the fact that the accuracy average does not exceed 85% in the following
PG algorithms: LVQ@Q3, VQ, LVQTC, ENPC, GENN and MCA. In these
cases, the PG algorithms generalize the inconsistency, incoherence or noise in
the dataset, implying negative results in the use of these PG algorithms to
classify a new activity based on binary sensor-based activity recognition with a
1NN approach.

There are PG algorithms with an excellent performance in terms of accuracy
percentage and reduction percentage of computational complexity in the four
datasets. It is noteworthy that MiztGauss is the best PG algorithm that obtains
an average percentage accuracy of 95 % with a reduction average percentage of
95 %.

Analyzing the results, we can point out that the PG algorithms: MiztGauss,
PSCSA and LVQPRU obtain successful results in terms of accuracy percentage
with the average accuracy above 90%. This PG algorithms prefer numerical
datasets, especially binary as the dataset used in this case study, which offers
excellent reduction percentage without losing performance accuracy. Therefore,
these PG algorithms used for activity recognition can be deemed as being very
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Table 2. Results obtained of the PG algorithms with the four datasets

PG algorithms | Dataset Accuracy (%) | Reduction (%) | Accuracy Reduction
Av. (%) Av. (%)

LVQ3 Odil 49.92 95.00 72.00 95.00
LVQ3 ODI2 59.56 95.00

LVQ3 VanKasteren | 82.70 95.00

vQ Casas 88.33 95.00 68.63 95.00
vQ ODI1 56.14 95.00

vQ ODI2 57.78 95.00

vQ VanKasteren | 72.27 95.00

LVQTC Casas 94.17 95.00 76.89 95.00
LvVQTC ODI1 69.39 95.00

LVQTC ODI2 55.51 95.00

LVQTC VanKasteren | 88.50 95.00

MSE Casas 93.33 63.00 86.50 86.75
MSE ODI1 82.48 94.00

MSE ODI2 80.86 97.00

MSE VanKasteren | 89.33 93.00

HYB Casas 93.33 95.00 81.95 95.00
HYB ODI1 68.52 95.00

HYB ODI2 72.09 95.00

HYB VanKasteren | 93.85 95.00

LVQPRU Casas 96.67 95.00 89.87 95.00
LVQPRU ODI1 84.40 95.00

LVQPRU ODI2 84.58 95.00

LVQPRU VanKasteren | 93.82 95.00

PSCSA Casas 86.67 95.00 91.98 96.25
PSCSA ODI1 94.12 96.00

PSCSA ODI2 91.23 98.00

PSCSA VanKasteren | 95.92 96.00

ENPC Casas 93.33 89.00 78.14 93.25
ENPC ODI1 65.91 93.00

ENPC ODI2 68.02 96.00

ENPC VanKasteren | 85.28 95.00

GENN Casas 95.00 95.00 73.89 95.00
GENN ODI1 56.82 95.00

GENN ODI2 60.55 95.00

GENN VanKasteren | 83.20 95.00

MixtGauss Casas 94.17 95.00 94.57 95.00
MixtGauss ODI1 96.42 95.00

MixtGauss ODI2 93.84 95.00

MixtGauss VanKasteren | 93.85 95.00

MCA Casas 6.67 95.00 67.36 96.00
MCA ODI1 84.42 96.00

MCA ODI2 84.10 97.00

MCA VanKasteren | 94.25 96.00

POC Casas 90.00 63.00 84.65 53.75
POC ODI1 81.48 23.00

POC ODI2 72.87 70.00

POC VanKasteren | 94.23 59.00

71
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useful given that a reduction in the number of stored instances corresponds to
a reduction in the computational complexity, reducing the number of instances
that are contained in the activity model.

4 Conclusions

This work has been focused on the identification of the prototype generation
algorithms for the purpose of binary sensor-based activity recognition with NN
approach in order to reduce the computational complexity of the classification
process to be deployed in low cost devices. Twelve PG algorithms have been
evaluated with four activity datasets. Results from the evaluation demonstrated
the ability of the MiztGauss, PSCSA and LVQPRU PG algorithms to pro-
vide good performance and percentage reduction of approximately 95 % with an
average accuracy percentage higher than 90 %.
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