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Abstract— There are many situations in which problems deal with
vague and imprecise information. In such cases, the information
could be modelled by means of numbers, however, it doesn’t seem
logical to model imprecise information in a precise way. Therefore,
the use of linguistic modelling have been used with successful re-
sults in these problems. The use of linguistic information involves the
need of carrying out processes which operate with words, so called
Computing with Words (CW). In the literature exists different lin-
guistic approaches and different computational models. We focus in
this contribution on the use of the fuzzy linguistic approach (FLA) to
model vague and imprecise information, but more specifically we fo-
cus on their computational models paying more attention on different
symbolic computational models that have been defined to deal with
linguistic information. We are going to review their main features
and make a comparative analysis among them.

Keywords— Computing with words (CW), fuzzy linguistic ap-
proach, linguistic 2-tuple, linguistic variable.

1 Introduction
Many problems in the real world deal with vague and impre-
cise information. There exist different kinds of tools to man-
age this type of information. The probability theory can be
a powerful tool in order to treat the uncertainty and can be
applied in different areas, like decision making, evaluation,
planning, scheduling and so on. However, it is easy to see that
many aspects of uncertainties have a non-probabilistic char-
acter since they are related to imprecision and vagueness of
meanings. The use of the fuzzy linguistic approach [18] to
model this kind of information provided successful results be-
cause the experts involved in such situations provide linguistic
values rather than numbers. The linguistic modelling implies
processes of CW, in the specialized literature can be found two
classical linguistic computational models that provide linguis-
tic operators for CW:

i) Model based on the extension principle (semantic model)
[2, 4].

ii) Symbolic model [6, 8, 16].

The former provides accuracy but their results cannot be ex-
pressed by linguistic terms without an approximation process.
The latter also needs an approximation process to express the
results in a linguistic way, but the computational process is
simpler and easier to understand by the experts involved in
the problems.

Due to the previous facts, different symbolic approaches
based on the fuzzy linguistic approach have been defined to
improve the classical computational model. These approaches
have modified the representation of the linguistic information

from different points of view in order to improve the computa-
tional results. The symbolic models in which we are interested
are: the 2-tuple linguistic representation model [9], the virtual
linguistic model [15] and the proportional 2-tuple model [13].
These models improve the classical symbolic model by avoid-
ing the approximation in processes of CW in order to improve
the precision in the final results.

The aim of this contribution is to make a comparative analy-
sis of the three aforementioned symbolic models to show their
features and discuss their correctness regarding the fuzzy lin-
guistic approach as their basis.

This paper is structured as follows: In Section 2, we intro-
duce in short the fuzzy linguistic approach and its classical
computational models. In Section 3, we shall review the dif-
ferent symbolic computational models, such as, the 2-tuple
linguistic representation model, the virtual linguistic model
and the proportional 2-tuple representation model. In Section
4, we shall make a comparative analysis among the different
symbolic computational models, and finally we shall point out
some concluding remarks.

2 Fuzzy Linguistic Approach
Many aspects of different activities in the real world cannot
be assessed in a quantitative form, but rather in a qualitative
one, i.e., with vague or imprecise knowledge. In that case, a
better approach might be to use linguistic assessments instead
of numerical values. The fuzzy linguistic approach represents
qualitative aspects as linguistic values by means of linguistic
variables [18]. We have to choose the appropriate linguistic
descriptors for the linguistic term set and their semantics. To
do so, an important aspect to be analyzed is the granularity
of uncertainty i.e., the level of discrimination among differ-
ent degrees of uncertainty. Typical values of cardinality used
in the linguistic models are odd ones, such as 7 or 9, where
the mid term represents an assessment of ”roughly 0.5” and
the rest of the terms being placed symmetrically around it [2].
Once the cardinality of the linguistic term set has been es-
tablished, we must provide the linguistic terms and their se-
mantics. There exist different possibilities to accomplish this
task [1, 8, 17]. One of them consists in supplying directly the
term set by considering all the terms distributed on a scale on
which a total order is defined [8, 17]. For example, a set of
seven terms S, could be:

S = {s0 : N, s1 : V L, s2 : L, s3 : M, s4 : H, s5 : V H, s6 : P}
Usually, in these cases, it is required that in the linguistic

term set there exists:

1. A negation operator Neg(si) = sj such that j = g − i
(g + 1 is the cardinality)
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Figure 1: A Set of 7 Terms with its Semantic

2. A max operator: max(si, sj) = si if si ≥ sj

3. A min operator: min(si, sj) = si if si ≤ sj

The semantics of the terms are represented by fuzzy num-
bers, defined in the interval [0, 1], described by membership
functions. A way to characterize a fuzzy number is to use a
representation based on parameters of its membership func-
tion [2]. The linguistic assessments given by the users are just
approximate ones, then linear trapezoidal membership func-
tions are good enough to capture the vagueness of those lin-
guistic assessments [5]. This representation is achieved by
the 4-tuple (a, b, c, d), where b and d indicate the interval in
which the membership value is 1, with a and c indicating the
left and right limits of the definition domain of the trapezoidal
membership function [2]. A particular case of this kind of rep-
resentation are the linguistic assessments whose membership
functions are triangular, i.e., b = d, so we represent this kind
of membership function by 3-tuples (a, b, c). An example can
be:

P = (.83, 1, 1) V H = (.67, .83, 1)
H = (.5, .67, .83) M = (.33, .5, .67)
L = (.17, .33, .5) V L = (0, .17, .33)
N = (0, 0, .17).

which is graphically shown in Figure 1.

2.1 Classical Computational Models

The use of linguistic variables implies processes of comput-
ing with words such as their fusion, aggregation, comparison,
etc. To perform these computations in the fuzzy linguistic ap-
proach appeared two classical computational models:

1. Model based on the Extension Principle (Semantic
Model): This model carries out operations with linguis-
tic terms by means of operations associated to their mem-
bership functions based on the Extension Principle. The
Extension Principle is a basic concept in the fuzzy sets
theory [7] which is used to generalize crisp mathematical
concepts to fuzzy sets. The use of extended arithmetic
based on the Extension Principle [7] increases the vague-
ness of the results. Therefore, the results obtained by the
fuzzy linguistic operators based on the Extension Princi-
ple are fuzzy numbers that usually do not match with any
linguistic term in the initial term set. For this reason, it
is necessary to carry out a linguistic approach in order to
express the results in the original expression domain. In

the literature, we can find different linguistic approxima-
tion operators [2, 4]. A linguistic aggregation operator
based on the extension principle acts according to:

Sn F̃−→ F (R)
app1(·)−→ S (1)

where Sn symbolizes the n Cartesian product of S. F̃ is
an aggregation operator based on the extension principle,
F (R) the set of fuzzy sets over the set of real numbers R,
app1 : F (R)→ S is a linguistic approximation function
that returns a label from the linguistic term set S, being
S the initial term set.

2. Symbolic Model: This model uses the ordered structure
of the linguistic terms set, S = {s0, s1, . . . , sg} where
si < sj if i < j, to operate [6, 8, 16]. The inter-
mediate results of these operations are numeric values,
α ∈ [0, g], which must be approximated in each step
of the process by means of an approximation function
app2 : [0, g] → {0, . . . , g} that obtains a numeric value,
such that, it indicates the index of the associated linguis-
tic term, sapp2(α) ∈ S. Formally, it can be expressed
as:

Sn C−→ [0, g]
app2(·)−→ {0, . . . , g} −→ S (2)

where C is a symbolic linguistic aggregation opera-
tor, app2(·) is an approximation function used to ob-
tain an index {0, . . . , g} associated to a term in S =
{s0, . . . , sg} from a value in [0, g]

Both models when operate with linguistic information pro-
duce loss of information due to the approximation processes
and hence a lack of precision in the results. This loss of in-
formation is produced because the information representation
model of the fuzzy linguistic approach is discrete in a contin-
uous domain.

3 New Symbolic Computational Models

The necessity of dealing with linguistic information in many
real world problems has driven the researchers to develop
models in order to improve the processes of CW. Different
models have been presented in the literature recently. In
this section we focus our attention on different symbolic ap-
proaches that have developed new representation and compu-
tational models for the linguistic information in order to im-
prove the accuracy of the results of processes of CW. Such
approaches are the 2-tuple linguistic model [9], the virtual
linguistic model [15] and the proportional 2-tuple linguistic
model [13], which improve the limitations that present the
classical symbolic computational model, regulating the loss
of information and imprecision in its computations. These ap-
proaches have been widely used in problems dealing with lin-
guistic information such as, Decision making [12, 14], Evalu-
ation [3], Recommender Systems [11] and so on.

Due to the fact that, these symbolic approaches based on the
fuzzy linguistic approach have modified the linguistic repre-
sentation in order to improve the processes of CW, their review
implies the study of their linguistic representation models and
their computational models to accomplish the processes of
CW in a symbolic and precise way.
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3.1 2-Tuple linguistic representation model

This model was presented in [9] to avoid the loss of informa-
tion and to express symbolically any counting of information
in the universe of the discourse.

(a) Representation model:

This representation is based on the concept of symbolic
translation and uses it for representing the linguistic informa-
tion by means of a pair of values, called 2-tuples, (si, α) where
s is a linguistic term and α is a numerical value representing
the symbolic translation. Let S = {s0, . . . , sg} be a term set,
and β ∈ [0, g] a numerical value in its interval of granularity
(e.g.: let β be a value obtained from a symbolic aggregation
operation).

Definition 1 The symbolic translation is a numerical value
assessed in [−0.5, 0.5) that supports the ”difference of infor-
mation” between a counting of information β assessed in the
interval of granularity [0, g] of the term set S and the clos-
est value in {0, . . . , g} which indicates the index of the closest
linguistic term in S.

From this concept, is developed a linguistic representation
model which represents the linguistic information by means
of 2-tuples (si, α), si ∈ S and αi ∈ [−0.5, 0.5)

• si represents the linguistic label of the information

• α is a numerical value expressing the value of the trans-
lation

This representation model defines a set of functions to fa-
cilitate computational processes with 2-tuples [9].

Definition 2 Let S = {s0, . . . , sg} be a set of linguistic
terms. The 2-tuple set associated with S is defined as 〈S〉 =
S × [−0.5, 0.5). We define the function ∆ : [0, g] −→ 〈S〉
given by

∆(β) = (si, α), with
{

i = round (β),
α = β − i,

(3)

where round assigns to β the integer number i ∈ {0, 1, . . . , g}
closest to β.

We note that ∆ is bijective [9, 10] and ∆−1 : 〈S〉 −→ [0, g]
is defined by ∆−1(si, α) = i + α. In this way, the 2-tuples of
〈S〉 will be identified with the numerical values in the interval
[0, g].

Remark 1 We can consider the injective mapping S −→ 〈S〉
that allows us to transform a linguistic term si into a 2-tuple:
(si, 0). On the other hand, ∆S(i) = (si, 0) and ∆−1

S (si, 0) =
i, for every i ∈ {0, 1, . . . , g}.

Let’s suppose a symbolic aggregation operation over labels
assessed in S = {s0, s1, s2, s3, s4, s5, s6} that obtains as its
result β = 2.8, then the representation of this counting of
information by means of a 2-tuple will be:

∆(2.8) = (s3,−0.2)

b) Computational model:

Together the representation model, a linguistic computa-
tional approach based on the functions ∆ and ∆−1 was also
defined in [9] with the following computations and operators:

1. Comparison of 2-tuples

The comparison of linguistic information represented by 2-
tuples is carried out according to an ordinary lexicographic
order.

Let (sk, α1) and (sl, α2) be two 2-tuples, with each one
representing a counting of information:

• if k < l then (sk, α1) < (sl, α2)

• if k = l then

1. if α1 = α2 then (sk, α1), (sl, α2) represents the
same information

2. if α1 < α2 then (sk, α1) < (sl, α2)
3. if α1 > α2 then (sk, α1) > (sl, α2)

2. Negation operator of a 2-tuple

The negation operator over 2-tuples was defined as:

Neg((si, α)) = ∆(g − (∆−1(si, α))) (4)

where g + 1 is the cardinality of S, S = {s0, ..., sg}.
3. Aggregation of 2-tuples

The aggregation of information consists of obtaining a
value that summarizes a set of values, therefore, the result of
the aggregation of a set of 2-tuples must be a 2-tuple. There
exists several 2-tuple aggregation operators [9]. For instance,
the 2-tuple arithmetic mean is defined as:

Definition 3 Let x = {(s1, α1), . . . , (sn, αn)} be a set of 2-
tuples, the 2-tuple arithmetic mean xe is computed as,

xe = ∆(
n∑

i=1

1
n

∆−1(si, αi)) = ∆(
1
n

n∑
i=1

βi) (5)

The arithmetic mean for 2-tuples allows to compute the
mean of a set of linguistic values in a precise way without
any approximation process.

Example
Let’s suppose an example where we have the following lin-

guistic preference vector:

s2 s3 s3 s2

and S = {s0 : N, s1 : V L, s2 : L, s3 : M, s4 : H, s5 :
V H, s6 : P} is the term set shown in the Figure 1.

We want to aggregate these values by using the arithmetic
mean as aggregation operator. We follow the process below:

• The preference vector is transformed into 2-tuples as fol-
lows:

(s2, 0) (s3, 0) (s3, 0) (s2, 0)

• The linguistic aggregated value obtained by the arith-
metic 2-tuple is:

x = ∆( 1
4 (∆−1(s2, 0) + ∆−1(s3, 0) + ∆−1(s3, 0) +

∆−1(s2, 0))) = ∆(2.5) = (s3,−0.5)
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3.2 Virtual linguistic model

This model was presented by Xu in [15] to avoid the loss of
information in processes of CW and increase the operators in
processes of CW.

a) Representation model:

In this symbolic model, Xu extended the discrete
term set S to a continuous linguistic term set S̄ =
{sα|sl < sα ≤ st, α ∈ [1, t]}, where, if sα ∈ S, sα is called
the original linguistic term, otherwise, sα is called virtual lin-
guistic term which does not have assigned any semantics.

In general, experts use the original linguistic terms to assess
the linguistic variables, and the virtual linguistic terms appear
in operations.

b) Computational model:

To accomplish processes of CW with this representation
model, Xu introduced the following operational laws:

Let sα, sβ ∈ S̄, be any two linguistic terms and µ, µ1, µ2 ∈
[0, 1].

1. (sα)µ = sαµ

2. (sα)µ1 ⊗ (sα)µ2 = (sα)µ1+µ2

3. (sα ⊗ sβ)µ = (sα)µ ⊗ (sβ)µ

4. sα ⊗ sβ = sβ ⊗ sα = sαβ

5. sα ⊕ sβ = sα+β

6. sα ⊕ sβ = sβ ⊕ sα

7. µsα = sµα

8. (µ1 + µ2)sα = µ1sα ⊕ µ2sα

9. µ(sα ⊕ sβ) = µsα ⊕ µsβ

Example
Let’s suppose the example presented previously. In order

to compute the arithmetic mean with this model, we have to
apply the above operational rules to the linguistic terms:

• The arithmetic mean according to Xu is defined as:

xe =
∑n

i=1 si

n
=

1
n

s∑n

i=1
i (6)

• We aggregate the preference vector and we obtain the fol-
lowing collective preference value

x =
1
4
s(2+3+3+2) =

1
4
s10 = s2.5

3.3 Proportional 2-Tuples representation model

This model presented by Wang and Hao in [13] develops a
new way to represent the linguistic information that is a gen-
eralization and extension of 2-tuple linguistic representation
model [9]. This model deals with linguistic labels in a precise
way, but it does not require that the labels are symmetrically
distributed around a medium label and either having ”equal
distance” between them. Besides, it describes the initial lin-
guistic information by members of a ”continuous” linguistic

scale domain which does not necessarily require the ordered
linguistic terms of a linguistic variable being equidistant.

a) Representation model:

This model represents the linguistic information by means
of proportional 2-tuples, such as (0.2A, 0.8B) for the case
when someone’s grades in the answer scripts of a whole
course are distributed as 20%A and 80%B. The authors point
out that if B were used as the approximative grade then some
performance information would be lost. This approach, pro-
portional 2-tuples, is based on the concept of symbolic pro-
portion [13].

Definition 4 Let S = {s0, s1, ..., sg} be an ordinal term set,
I = [0, 1] and

IS ≡ I × S = {(α, si) : α ∈ [0, 1] and i = 0, 1, ..., g} (7)

where S is the ordered set of g + 1 ordinal terms {s0, ..., sg}.
Given a pair (si, si+1) of two successive ordinal terms of S,
any two elements (α, si), (β, si+1) of IS is called a symbolic
proportion pair and α, β are called a pair of symbolic propor-
tions of the pair (si, si+1) if α+β = 1. A symbolic proportion
pair (α, si), (1 − α, si+1) is denoted by (αsi, (1 − α)si+1)
and the set of all the symbolic proportion pairs is denoted
by S, i.e., S = {(αsi, (1 − α)si+1) : α ∈ [0, 1] and i =
0, 1, . . . , g − 1}.

Remark 2 Since for i = {2, . . . , g − 1}, ordinal term si can
use either (0si−1, 1si) or (1si, 0si+1) as its representative in
S, by abuse of notation.

S is called the ordinal proportional 2-tuple set generated by S
and the members of S, ordinal proportional 2-tuples, which is
used to represent the ordinal information for CW.

The notion of proportional 2-tuple allows experts to express
their opinions using two adjacent ordinals.

In a similar way to the symbolic 2-tuple Wang and Hao in-
troduced functions in order to facilitate the computations with
this type of representation.

Definition 5 Let S = {s0, s1, . . . , sg} be an ordinal term set
and S be the ordinal proportional 2-tuple set generated by S.
The function π : S → [0, g] was defined by

π((αsi, (1− α)si+1)) = i + (1− α), (8)

where i = {0, 1, . . . , g − 1}, α ∈ [0, 1] and π is called the
position index function of ordinal 2-tuples.

Note that, under the identification convention which was
remarked after the definition 4, the position index function
π becomes a bijection from S to [0, g] and its inverse π−1 :
[0, g]→ S is defined by

π−1(x) = ((1− β)si, βsi+1) (9)

where i = E(x), E is the integer part function, β = x− i.

b) Computational model:

To operate with linguistic information under proportional
2-tuple contexts, Wang and Hao expanded the computational
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techniques for symbolic to proportional 2-tuples and defined
the following operators:

1. Comparison of Proportional 2-tuples

The comparison of linguistic information represented by
proportional 2-tuples is carried out as follows: Let S =
{s0, . . . , sg} be an ordinal term set and S̄ be the ordinal pro-
portional 2-tuple set generated by S. For any (αsi, (1 −
α)si+1), (βsj , (1−β)sj+1) ∈ S, define (αsi, (1−α)si+1) <
(βsj , (1−β)sj+1)⇔ αi+(1−α)(i+1) < βj+(1−β)(j +
1)⇔ i + (1− α) < j + (1− β).

Thus, for any two proportional 2-tuples (αsi, (1− α)si+1)
and (βsj , (1− β)sj+1):

• if i < j, then

1. (αsi, (1 − α)si+1), (βsj , (1 − β)sj+1) represents
the same information when i = j − 1 and α =
0, β = 1

2. (αsi, (1−α)si+1) < (βsj , (1−β)sj+1) otherwise

• if i = j, then

1. if α = β then (αsi, (1−α)si+1), (βsj , (1−β)sj+1)
represents the same information

2. if α < β then (αsi, (1 − α)si+1) < (βsj , (1 −
β)sj+1)

3. if α > β then (αsi, (1 − α)si+1) > (βsj , (1 −
β)sj+1)

2. Negation operator of a Proportional 2-Tuple

The negation for proportional 2-tuples is defined as:

Neg((αsi, (1− α)si+1)) = ((1− α)sg−i−1, αsg−i), (10)

where g + 1 is the cardinality of S, S = {s0, s1, . . . , sg}
3. Aggregation of Proportional 2-Tuple

Wang and Hao defined many aggregation operators to han-
dle processes of CW. The definitions of these aggregation op-
erators are based on canonical characteristic values of linguis-
tic labels. To do so, they used the similar corresponding aggre-
gation operators developed in [9] in order to aggregate ordinal
2-tuples through their position indexes [13].

Example
By using the example presented previously, if we apply the

proportional 2-tuples we obtain the following results:

• The arithmetic mean according to Wang and Hao is de-
fined as:

x = π−1(
∑n

i=1
1
nπ(αsi, (1− α)si+1)) =

= π−1( 1
n

∑n
i=1(i + (1− α))

(11)

• The preference vector is transformed into proportional 2-
tuple as follows:

(1s2, 0s3) (1s3, 0s4) (1s3, 0s4) (1s2, 0s3)

• The collective preference value obtained under ordinal
proportional 2-tuple contexts is

x = π−1( 1
4 (π(1s2, 0s3) + π(1s3, 0s4) + π(1s3, 0s4) +

π(1s2, 0s3))) = π−1(1
4 (2 + 3 + 3 + 2)) = π−1(2.5) =

((1− 0.5)s2, 0.5s3) = (0.5s2, 0.5s3)

4 Comparative Analysis
The aim of this contribution is to make a comparative anal-
ysis among the symbolic approaches presented in section 3.
This analysis will consist of studying all the approaches from
different points of view such as: representation model, com-
putations, accuracy, comprehension and so on.

• The Representation

Here, we want to point out that although the authors of
the three approaches said that they are based on the fuzzy
linguistic approach. It is clear that the Virtual model does
not follow this approach because its representation does
not have any semantics to interpret the linguistic infor-
mation. Nevertheless, the 2-tuple and the proportional 2-
tuple in spite of using additional information to the rep-
resentation of the linguistic information both, keep the
basis of the definition of linguistic variable provided in
the fuzzy linguistic approach by using fuzzy numbers to
represent the semantics of the linguistic terms.

• The accuracy

By comparing the results provided by the three different
approaches in the example showed we can see that the re-
sults are similar although the representation of the infor-
mation would be different. The reason of similar results
in this case is because we have considered a linguistic
term set symmetrically distributed. However, if we go
in deep through the three approaches we can see that the
2-tuple approach guarantees the accuracy when the la-
bels are symmetrically distributed and there is only point
with maximum height. The proportional 2-tuple guaran-
tees the accuracy when the terms have the same width in
their support. Finally regarding the virtual model is dif-
ficult to say anything about accuracy because it does not
have semantics to represent the information.

• The computations

By comparing the computational models provided by the
three approaches we can observe an important difference.
The Virtual model proposes many symbolic operations
directly on the linguistic terms obtaining results without
any meaning. However the 2-tuple and proportional 2-
tuple approaches propose their symbolic computational
models with symbolic operators and additionally provide
transformation functions to facilitate the computations.

• The comprehension

An important point that should be taken into account re-
garding the linguistic information is, that this type of in-
formation is not only used to represent the information
but also to facilitate the comprehension of the results to
the users in many different problems.

Therefore, we can say that the virtual model is only valid
for ranking issues because due to the fact the virtual
terms do not have semantics are hard to understand apart
of a simple order. The proportional 2-tuple provides a
clear representation but comparing with the 2-tuple is a
little bit more complex due to the fact of the use of four
values to represent a single one.

In the table 1 we show the main differences among models.
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Table 1: Comparative analysis among models
2-Tuple Virtual Linguistic Proportional 2-Tuple

Representation symbolic and semantics No semantics symbolic and semantics
Accuracy equidistant labels always because no semantics same width
Computation symbolic no symbolic symbolic
Comprehension easy to understand only ranking issues understandable

5 Concluding Remarks
In this paper we have reviewed the classical computational
models and we have made a brief review of recent symbolic
computational models, like the 2-tuple model, the propor-
tional 2-tuple model and the virtual linguistic model.

We have also made a comparative analysis among them in
which the most remarkable finding obtained is that the virtual
model can not be considered a linguistic model in the sense
of the fuzzy linguistic approach due to the fact that it does not
require semantics to their linguistic terms. In fact, it could be
considered a crisp approach because it does not use any real
element to represent the vagueness of the qualitative informa-
tion.
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