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Abstract In this paper, we present an application for helping users to find new query
terms in web retrieval via fuzzy association rules. Once the user has made an initial
query, a set of documents is retrieved from the web. Representing these documents
as text transactions, each item in the transaction means the presence of the term
in the document. From the set of transactions, fuzzy association rules are extracted.
Based on the thresholds of support and certainty factor, a selection of rules is carried
out and the terms in those rules are offered to the user to be added to the query and
to improve the retrieval.

1 Introduction

The dissatisfaction of users with the answer of search robots in web retrieval is a
very common problem. This problem is due, most of the times, to the terms used
to query, which meet the search criteria, but do not reflects exactly what the user
is really searching. The query refinement process, also called query expansion, is a
possible solution to this problem. To solve this problem, the query can be modified
by adding or removing terms to discard uninteresting retrieved documents and/or to
retrieve interesting documents that were not retrieved by the query. This problem
has been named as query refinement or query expansion in the field of Information
Retrieval [14].

In this work, we propose the use of mining techniques to refine queries in web
retrieval. For this purpose, we use fuzzy association rules to find dependence re-
lations among the presence of terms in an initial set of retrieved documents. A
group of selected terms from the extracted rules generates a vocabulary related to
the search topic that helps the user to refine the query with the aim of improving the
retrieval effectiveness. Data mining techniques have been applied successfully in the
last decade in the field of Databases, but also to solve some classical Information
Retrieval problems such as document classification [26] and query refinement [35].

This paper is organized as follows: The concepts of association rules, fuzzy as-
sociation rules and fuzzy transactions are presented briefly in Sect. 2. A survey
of query refinement solutions found in the literature is given in Sect. 3, while the
process to refine queries via fuzzy association rules is explained in Sect. 4. The
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obtention of the document representation and the extraction of fuzzy association
rules are given in Sects. 5 and 6, respectively. Finally, some experimental examples
are shown in Sect. 7 and the conclusions and future work are presented in 8.

2 Association Rules and Fuzzy Association Rules

We use association rules and fuzzy association rules to find the terms to be added
to the original query. In this section, we briefly review association rules and some
useful extensions able to deal with weighted sets of items in a fuzzy framework.

2.1 Association Rules

Given a database of transactions, where each transaction is an itemset, we can ex-
tract association rules [1]. Formally, let T be a set of transactions containing items
of a set of items I . Let us consider two sets of items I1, I2 ⊂ I , where I1, I2 �= φ

and I1 ∩ I2 = φ. An association rule [1] I1 ⇒ I2 is an implication rule meaning that
the apparition of itemset I1 in a transaction implies the apparition of itemset I2 in the
same transaction. The reciprocal does not have to happen necessarily [22]. I1 and
I2 are called antecedent and consequent of the rule, respectively. The rules obtained
with this process are called boolean association rules or, in general, association rules
since they are generated from a set of boolean or crisp transactions.

2.2 Fuzzy Association Rules

Fuzzy association rules are defined as those rules extracted from a set of fuzzy
transactions FT where the presence of an item in a transaction is given by a fuzzy
value of membership [25, 3, 24, 19, 10]. Though most of these approaches have
been introduced in the setting of relational databases, we think that most of the
measures and algorithms proposed can be employed in a more general framework. A
broad review, including references to papers on extensions to the case of quantitative
attributes and hierarchies of items, can be found in [11].

In this paper we shall employ the model proposed in [10]. This model considers a
general framework where data is in the form of fuzzy transactions, i.e., fuzzy subsets
of items. A (crisp) set of fuzzy transactions is called a FT-set, and fuzzy association
rules are defined as those rules extracted from a FT-set. Fuzzy relational databases
can be seen as a particular case of FT-set. Other datasets, such as the description of
a set of documents by means of fuzzy subsets of terms, are also particular cases of
FT-sets but fall out of the relational database framework.

Given a FT-set T̃ on a set of items I and a fuzzy transaction τ̃ ∈ T̃ , we note
τ̃ (i) the membership degree of i in τ ∀i ∈ I .We also define τ̃ (I0) = mini∈I0 τ̃ (i)
for every itemset I0 ⊆ I . With this scheme, we have a degree in [0,1] associated to
each pair 〈̃τ , I0〉. Sometimes it is useful to see this information in a different way by
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means of what we call the representation of an itemset. The idea is to see an itemset
as a fuzzy subset of transactions. The representation of an itemset I0 ⊆ I in a FT-set
T̃ is the fuzzy subset �̃I0 ⊆ T̃ defined as

Γ̃I0 =
∑
τ̃∈T̃

τ̃ (I0)
/
τ̃ (1)

On this basis, a fuzzy association rule is an expression of the form I1 ⇒ I2 that
holds in a FT-set T iff Γ̃I1 ⊆ Γ̃I2 . The only difference with the definition of crisp
association rule is that the set of transactions is a FT-set, and the inclusion above is
the usual between fuzzy sets.

2.3 Measures for Association and Fuzzy Association Rules

The assessment of association rules is usually based on the values of support and
confidence. Support is the percentage of transactions containing an itemset, calcu-
lated by its probability, while confidence measures the strength of the rule calculated
by the conditional probability of the consequent with respect to the antecedent of the
rule. Only itemsets with a support greater than a threshold minsupp are considered,
and from the resulting association rules, those ones with a confidence less than a
threshold minconf are discarded. Both thresholds must be fixed by the user before
starting the process.

To deal with the imprecision of fuzzy transactions, we need to obtain the support
and the confidence values with alternative methods which can be found mainly in
the framework of approximate reasoning. We have selected the the evaluation of
quantified sentences presented in [40], calculated by means of method GD presented
in [13]. Moreover, as an alternative to confidence, we propose the use of certainty
factors to measure the accuracy of association rules, since they have been revealed
as a good measure in knowledge discovery too [17].

3 Query Refinement with Fuzzy Association Rules

The query refinement process, also called query expansion, is a possible solution to
the problem of dissatisfaction of the user with the answer of an information retrieval
system, given a certain query. This can occur because the user does not know the
vocabulary of the topic of the query, or the query terms do not come to user’s mind
at the query moment, or just because the vocabulary of the user does not match with
the indexing words of the collection. This problem is even strong when the user
is searching in the web, due to the amount of available information which makes
that the user feels overwhelmed with the retrieved set of documents. The process of
query refinement solves this problem by modifying the search terms so the system
results are more adequate to user’s needs.
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3.1 Related Work

There are mainly two different approaches in query refinement regarding how the
terms are added to the query. The first one is called automatic query expansion [7,
18] and consists of the augmentation of query terms to improve the retrieval process
without the intervention of the user. The second one is called semi-automatic query-
expansion [30, 37], where new terms are suggested to the user to be added to the
original query in order to guide the search towards a more specific document space.

We can also distinguish different cases based on the source from which the
terms are selected. By this way, terms can be obtained from the collection of docu-
ments [2, 39], from user profiles [23], from user behavior [21] or from other users’
experience [16], among others. If a document collection is considered as a whole
from which the terms are extracted to be added to the query, the technique is called
global analysis, as in [39]. However, if the expansion of the query is performed
based on the documents retrieved from the first query, the technique is denominated
local analysis, and the set of documents is called local set.

Local analysis can also be classified into two types. On the one hand, local
feedback adds common words from the top-ranked documents of the local set.
These words are identified sometimes by clustering the document collection [2].
In this group we can include the relevance feedback process, since the user has
to evaluate the top ranked documents from which the terms to be added to the
query are selected. On the other hand, local context analysis [39], which combines
global analysis and context local feedback to add words based on relationships of
the top-ranked documents. The calculus of co-occurrences of terms is based on
passages (text windows of fixed size), as in global analysis, instead of complete
documents. The authors show that, in general, local analysis performs better than
global one.

3.2 Using Fuzzy Association Rules

We consider fuzzy association rules (which generalize the crisp ones) as a way to
find presence dependence relations among the terms of a document set. A group of
selected terms from the extracted rules generate a vocabulary related to the search
topic that helps the user to refine the query.

The process occurs as follows: before query refinement can be applied, we as-
sume that a retrieval process is performed. The user’s initial query generates a set
of ranked documents. If the top-ranked documents do not satisfy user’s needs, the
query improvement process starts. Since we start from the initial set of documents
retrieved from a first query, we are dealing with a local analysis technique. And,
since we just considered the top-ranked documents, we can classify our technique
as a local feedback one.

From the initial retrieved set of documents, called local set, association rules are
found and additional terms are suggested to the user in order to refine the query. As
we have explained in Sect. 2, there are two general approaches to query refinement:
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automatic and semi-automatic. In our case, as we offer to the user a list of terms to
add to the query, the system performs a semi-automatic process. Finally, the user
selects from that list the terms to be added to the query, and the query process starts
again. The whole process is summarized in the following:

Semi-automatic Query Refinement Process Using Association Rules

1. The user queries the system
2. A first set of documents is retrieved
3. From this set, the representation of documents is extracted and association rules

are generated
4. Terms that appear in certain rules are shown to the user (subsection 6.1)
5. The user selects those terms more related to her/his needs
6. The selected terms are added to the query, which is used to query the system

again

Once the first query is constructed, and the association rules are extracted, we
make a selection of rules where the terms of the original query appear. However, the
terms of the query can appear in the antecedent or in the consequent of the rule. If a
query term appears in the antecedent of a rule, and we consider the terms appearing
in the consequent of the rule to expand the query, a generalization of the query
will be carried out. Therefore, a generalization of a query gives us a query on the
same topic as the original one, but looking for more general information. However,
if query terms appear in the consequent of the rule, and we reformulate the query
by adding the terms appearing in the antecedent of the rule, then a specialization
of the query will be performed, and the precision of the system should increase.
The specialization of a query looks for more specific information than the original
query but in the same topic. In order to obtain as much documents as possible, terms
appearing in both sides of the rules can also be considered.

3.3 Document Representation for Association Rule Extraction

From the initial retrieved set of documents, a valid representation for extracting the
rules is needed. Different representations of text for association rules extraction can
be found in the literature: bag of words, indexing keywords, term taxonomy and
multi-term text phrases [12]. In our case, we use automatic indexing techniques
coming from Information Retrieval [34] to obtain word items, that is, single words
appearing in a document where stop-list and/or stemming processes can be applied.
Therefore, we represent each document by a set of terms where a weight meaning
the presence of the term in the document can be calculated. There are several term
weighting schemes to consider [33]. In this work, we study three different weighting
schemes [22]:
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– Boolean weighting scheme: It takes values {0, 1} indicating the absence or pres-
ence of the word in the document, respectively.

– Frequency weighting scheme: It associates to each term a weight meaning the
relative frequency of the term in the document. In a fuzzy framework, the normal-
ization of this frequency can be carried out by dividing the number of occurrences
of a term in a document by the number of occurrences of the most frequent term
in that document [6].

– TFIDF weighting scheme: It is a combination of the within-document word fre-
quency (TF) and the inverse document frequency (IDF). The expressions of these
schemes can be found in [33]. We use this scheme in its normalized form in the
interval [0, 1] according to [5]. In this scheme, a term that occurs frequently in a
document but infrequently in the collection is assigned a high weight.

6 Extraction of Fuzzy Association Rules

In a text framework, we consider each document as a transaction. Let us con-
sider TD = {d1, . . . , dn} as the set of transactions from the collection of docu-
ments D, and I = {t1, . . . , tm} as the text items obtained from all the represen-
tation documents di ∈ D with their membership to the transaction expressed by
Wi = (wi1, . . . , wim ). On this set of transactions, we extract association rules,
discarding those rules below threshold minconf (confidence threshold) or mincf (cer-
tainty factor threshold). We must note that in this process, we do not distinguish the
crisp and the fuzzy case. The specific cases will be given by the item weighting
scheme that we consider in each case.

We must point out that, as it has been explained in [15, 32], in the applications of
mining techniques to text, documents are usually categorized, in the sense of docu-
ments which representation is a set of keywords, that is, terms that really describe
the content of the document. This means that usually a full text is not considered
and its description is not formed by all the words in the document, even without
stop words, but also by keywords. The authors justify the use of keywords because
of the appearing of useless rules. Some additional commentaries about this problem
regarding the poor discriminatory power of frequent terms can be found in [30],
where the authors comment the fact that the expanded query may have worst per-
formance than the original one due to the poor discriminatory ability of the added
terms.

Therefore, the problem of selecting good terms to be added to the query has two
faces. On the one hand, if the terms are not good discriminators, the expansion of the
query may not improve the result. But, on the other hand, in dynamic environments
or systems where the response-time is important, the application of a pre-processing
stage to select good discriminatory terms may not be suitable. In our case, since we
are dealing with a problem of query refinement in Internet, information must be
shown on-line to the user, so a time constraint is present.

Solutions for both problems can be given. In the first case, discriminatory
schemes almost automatic can be used alternatively to a preprocessing stage for
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selecting the most discriminatory terms. This is the case of the TFIDF weighting
scheme (see Sect. 5). In the second case, when we work in a dynamic environment,
we have to remind that to calculate the term weights following the TFIDF scheme,
we need to know the presence of a term in the whole collection, which limits in
some way its use in dynamic collections, as usually occurs in Internet. Therefore,
instead of improving document representation in this situation, we can improve the
rule obtaining process. The use of alternative measures of importance and accuracy
such as the ones presented in subsection 3.3 is considered in this work in order to
avoid the problem of non appropriate rule generation.

6.1 The Selection of Terms for Query Refinement

The extraction of rules is usually guided by several parameters such as the minimum
support (minsupp), the minimum value of certainty factor (mincf), and the number of
terms in the antecedent and consequent of the rule. Rules with support and certainty
factor over the respective thresholds are called strong rules. Strong rules identify
dependence in the sense of nontrivial inclusion of the set of transactions where each
itemset (set of terms in this case) appears. This information is very useful for us
in order to refine the query. First, the minimum support restriction ensures that
the rules apply to a significant set of documents. Second, the minimum accuracy
restriction, though allowing for some exceptions, ensures that the inclusion holds to
an important degree.

Once the strong association rules are extracted, the selection of useful terms for
query refinement depends on the appearance in antecedent and/or consequent of
the terms. Let us suppose that qterm is a term that appears in the query and let
term ∈ S, S0 ⊆ S. Some possibilities are the following:

– Rules of the form term ⇒ qterm such that qterm ⇒ term has low accuracy.
This means that the appearance of term in a document “implies” the appearance
of qterm, but the reciprocal does not hold significantly, i.e., Γterm ⊆ Γqterm to
some extent. Hence, we could suggest the word term to the user as a way to
restrict the set of documents obtained with the new query.

– Rules of the form S0 ⇒ qterm with S0 ⊆ S. We could suggest the set of terms
S0 to the user as a whole, i.e., to add S0 to the query. This is again uninteresting
if the reciprocal is a strong rule.

– Rules of the form qterm ⇒ term with term ∈ S and term ⇒ qterm a not
strong rule. We could suggest the user to replace qterm by term in order to
obtain a set of documents that include the actual set (this is interesting if we
are going to perform the query again in the web, since perhaps qterm is more
specific that the user intended).

– Strong rules of the form S0 ⇒ qterm or term ⇒ qterm such that the recipro-
cal is also strong. This means co-occurrence of terms in documents. Replacing
qterm by S0 (or term) can be useful in order to search for similar documents
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where qterm does not appear. These rules can be interesting if we are going to
perform the query again in Internet, since new documents not previously retrieved
and interesting for the user can be obtained by replacing qterm by term.

7 Experimental Examples

The experiments have been carried out in the web with the search engine Google
(http://www.google.es). Three different queries have been submitted to the engine,
with the search and results in English, namely: networks, learning and genetic.

The purpose of our system is to find additional terms that can modify the query
but narrow the set of retrieved documents in most of the cases, and/or improve
the retrieval effectiveness. Therefore, if the user has the intention of searching for
documents about genetic with a Computer Science and an Artificial Intelligence
meaning, but she/he does not know more vocabulary related to that concept, the
resulting rules can suggest her/him some terms to add to the query. This new query
can discard the documents related to other meanings (always that the additional
terms are not in the vocabulary of the other meanings).

Once the queries have been submitted to the search engine for the first time, an
initial set of documents is retrieved, from which we take the first 100 top-ranked
documents. Since we start from the initial set of documents retrieved from a first
query, we are dealing with a local analysis technique. And, since we just considered
the top-ranked documents, we can classify our technique as a local feedback one.
From this local set, a document representation is obtained as in classical information
retrieval, and a transformation of this representation into a transactional one is car-
ried out. These transactions are mined for each query to obtain a set of association
rules so additional terms can be offered to the user to refine the query. The number
of results in each query, the number of text transactions and the number of terms
(items) can be seen in Table 1.

It must be remarked the difference in the length of the dimensions of the set
of transactions obtained. In traditional data mining, the number of transactions is
usually greater while the number of items is lower. In our case it is the opposite,
although the goodness of the rules has not to be affected.

The weighted schemes considered are those proposed in subsection 3.3, that is,
the boolean, the frequency and the TFIDF weighting scheme. We must point out that
the first one is crisp, while the other two are fuzzy values. The threshold of support
is established to 2% for the crisp and the frequency case, while for the TFIDF we
decide to remove the threshold, since no rules appear with more than a 2% for all

Table 1 Queries with their number of results, transactions and terms

Query N. Results N. Transactions N. Terms

networks 94.200.000 100 839
learning 158.000.000 100 832
genetic 17.500.000 100 756
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Table 2 Number of rules for each query with different weighting schemes

Query Boolean Norm. Freq. TFIDF

networks 1118 95 56
learning 296 73 10
genetic 233 77 10

the queries. For the obtention of the rules, we have established a level of the rule of
5, which implies that the number of components appearing in the rule (antecedent
and consequent) can not be more than 5 adding both sides of the rule).

The number of rules obtained for each weighting scheme with these thresholds
can be seen in Table 2. In this table, we can observe the main advantages of the
fuzzy weighting schemes against the crisp case. We must remember that the boolean
scheme assigns 0 if the term does not appear in the document, and 1 if the terms
appears, no matter how many times. This implies that the importance of a term will
be 1 either if the term appears 1 or 20 times in the same document, which does
not reflect the real presence of a term in a document. From the point of view of
rules, this generates a huge number of them which give not very realistic presence
relations among the terms, so they are not very useful for the user.

In the case of the TFIDF case, this scheme assigns a low weight to those items
appearing very frequently in the whole collection. When the TFIDF scheme is used,
the term query, for instance, networks is assigned a weight of 0, since it appears in
all the documents of the collection. This means that no rule with the term networks
will appear in the set of extracted rules in this case. This effect is the same that is
obtained with the selection of rules, where high frequent terms are not considered
since they do not give new information. However, this lack of new information does
not mean that the terms appearing in the same rule as the query term do not help
to refine the query to decrease the number of retrieved documents and increase the
satisfaction of the user.

The best scheme to analyze cases is the normalized frequency scheme. This
scheme assigns a weight to a term meaning the normalized relative frequency of
the term in the document, which is more realistic than the boolean scheme but less
discriminatory than the TFIDF one. For instance, in the document set retrieved as the
answer of query genetic, there are documents related to Biology and to Computer
Science. If a novel user does not know the vocabulary of the topic, and the intention
of the search is looking for genetic in the field of Computer Science, rules such as
programming⇒genetic, can suggest to the user a new term, programming, in order
to add it to the query so the results of the refined query are more suitable to user’s
needs. This case is of type term⇒qterm, where the rule programming⇒genetic
holds with a certainty factor of 1 while the opposite rule genetic⇒programming
holds with a certainty factor of 0.013.

Other example in this case is related to the query learning. Let us suppose that
the user has the intention of searching about learning and the new technologies,
but only use the query term learning so millions of documents are retrieved by the
search engine. Some interesting rules obtained in this case related learning and new
technologies are shown in Table 3, where the terms appearing in the antecedent of
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Table 3 Confidence/ Certainty Factor values of some rules with the normalized frequency weight-
ing scheme for the query learning

learning technology web online

learning - 0.04/0.01 0.06/0.01 0.15/0.03
technology 0.94/0.94 - - -
web 0.8/0.79 - - -
online 0.79/0.76 - - -

the rules are shown in the left column and the terms appearing in the consequent of
the rules are shown in the first row of the table.

We can also observe a case of substitution of terms when both term⇒qterm
and its reciprocal are strong rules. For instance, with the query of networks, the
rule rights⇒reserved and its reciprocal reserved⇒rights, appears with a support of
2.3% and a certainty factor of 1. This means that these two terms are equivalent to
be used as additional terms to refine the query.

Regarding the information retrieval effectiveness values, as we add terms to the
query, in our experiments the precision increases while the recall decreases. For
instance, let us suppose again the example of the user looking for documents related
to genetic in the field of Computer Science. If the user submits the query with only
the term genetic, the recall value is 1 while the precision value is of 0.16 in the
top-ranked first 100 documents. As the rule programming⇒genetic has a support
of 6% and a certainty factor of 1, it will be selected to show to the user the term
programming to be added to the query. With the refined query, the recall decreases
to 0.375, but the precision increases to 1.

8 Conclusions

A possible solution to the Information Retrieval problem of query refinement in the
web by means of fuzzy association rules has been presented in this paper. The fuzzy
framework allows us to represent documents by terms with an associated weight of
presence. This representation improves the traditional ones based on binary pres-
ence/ausence of terms in the document, since it allows us to distinguish between
terms appearing in a document with different frequencies. This representation of
documents by weighted terms is transformed into a transactional one, so text rules
can be extracted following a mining process.

From all the extracted rules, a selection process is carried out, so only the rules
with a high support and certainty factor are chosen. The terms appearing in these
rules are shown to the user, so a semi-automatic query refinement process is carried
out. As it has been shown in the experimental examples, the refined queries reflect
better the user’s needs and the retrieval process is improved. The selection of rules
and the chance to make the query more general, specific or to change the terms with
the same meaning in order to improve the results lead us to consider this approach
an useful tool for query refinement.
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