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The localization of sound sources, and particularly speech, has a numerous number of applications to the
industry. This has motivated a continuous effort in developing robust direction-of-arrival detection algo-
rithms, in order to overcome the limitations imposed by real scenarios, such as multiple reflections and
undesirable noise sources. Time difference of arrival-based methods, and particularly, generalized
cross-correlation approaches have been widely investigated in acoustic signal processing, but there is
considerable lack in the technical literature about their evaluation in real environments when only
two microphones are used. In this work, four generalized cross-correlation methods for localization of
speech sources with two microphones have been analyzed in different real scenarios with a stationary
noise source. Furthermore, these scenarios have been acoustically characterized, in order to relate the
behavior of these cross-correlation methods with the acoustic properties of noisy scenarios. The scope
of this study is not only to assess the accuracy and reliability of a set of well-known localization algo-
rithms, but also to determine how the different acoustic properties of the room under analysis have a
determinant influence in the final results, by incorporating in the analysis additional factors to the rever-
beration time and signal-to-noise ratio. Results of this study have outlined the influence of the acoustic
properties analysed in the performance of these methods.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Localization of acoustic sources is a useful task in different sce-
narios and applications, such as separation of mixed audio signals,
beamforming for suppressing noise of audio signals in a noisy envi-
ronment, and pointing of cameras in video-conferences, underwa-
ter acoustics or human–machine interaction [1–9]. Although there
is a general trend towards the use of a high number of micro-
phones both in the research community and in the industry, the
use of a pair of microphones is present in actual applications such
as humanoid robotics [6,10,11], hearing aids [12] or modeling of
psychophysical studies [13]. As pointed out by May et al. [12],
because of the ability of the human auditory system, research deal-
ing with binaural models of computational auditory scene analysis
is a growing field. More recent works using just two microphones
can be found also in [4,14,15]. The most challenging situations are
those environments with moderate or high reverberation time and
low signal-to-noise ratio.

Algorithms for acoustic localization can be divided into steered
beamformers, high-resolution spectral estimation and time differ-
ence of arrival-based (TDOA) methods. TDOA-based methods are
All rights reserved.
still dominant and they rely on relative delays between the two
microphones [1]. Although TDOA based methods can be outper-
formed to a certain degree by more elaborate methods, they prove
to have a great effectiveness due to their elegance and low compu-
tational costs [2]. Among them, Generalized Cross-Correlation
(GCC) framework is one of the most successful approach of TDOA
methods, since it was first introduced in [16]. This framework
includes a wide range of algorithms for TDOA estimation. Accord-
ing to Refs. [3–5], they are described as indirect localization
approaches, because they explicitly estimate the time delay of
arrival before performing the localization task based on the knowl-
edge of the microphones distribution. In GCC algorithms, the time
delay between the signals in both microphones is estimated as the
delay that, applied to one of the signals, maximizes the cross-cor-
relation of both signals. The cross-correlation is usually weighted
with a specific function. Thus, each of the GCC algorithms uses a
different weighting function characterized by a particular
behavior.

Several factors can affect the localization performance of the
general cross-correlation methods: number of microphones, rever-
beration time, signal-to-noise ratio, number of sources, distance to
the microphones, etc. The study presented herein is focused on the
behavior of two microphones with a voice source in reverberant
scenarios with stationary white noise. Despite the fact that a lot
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of research has been achieved with TDOA algorithms, not too much
has been done in comparing the GCC family of methods when a
pair of microphones is used in this kind of real environments. A
summary of the analysed conditions and outcomes of previous
evaluation studies is presented in Table 1. It is worthy to note that
other existing techniques, such as microphone arrays with three or
Table 1
Evaluation conditions and main outcomes of research studies about performance assessm

Study (Microphones) Methods Scenario

Array usage
Bartsch10 [17] (8/16) (1) PHAT (2) AEDa-PHAT (a)

GCFb (b) LMSc
Laboratory

Brutti08 [18] (7) (1) PHAT, (2) AED (a) GCF,
(b) OGCFd, (c) LS

Domestic like environmen
RTe = 0.65 s

Cobos11 [5] (6) (1) Proposed (2) SRP-HATi

(3) SRCj
(1) Simulated RT = 0.2, 0.7
(2) Real scenario RT = 0.2

Markovic10 [2] (4) GCC-PHAT a + particle
filtering

Class room RT = 0.6 s

Marti11 [19] (6) Modified SRP-PHAT. Speech
(S) and non S (NS)
discrimination

Conference room. RT = 0.4

Mungamuru04 [20] (var-24) (1) MLk (2) Weighted SRP-
HAT (3) SRP-HAT

(A) Simulated (B)
Laboratory (RT = 0.1 s)

Omologo97 [21] (4) PHAT-CMl Real room RT = 0.3 s

Ui-Hyun08 [22] (6) GCC Office room

Valin03 [23] (8) Modified GCC Laboratory

Wang97 [24] (4) GCC (onsets and BGN)-
PictureTel

Conference room

Yu04 [25] (16) (1) LEMSag (2) LEMS
improved

Real environments

Zhang08 [26] (6) (1) SRP-PHAT (2) ML Simulated RT = 0.1, 0.5 s

Two microphones
Benesty00 [27] (1) Proposed (eigenvalue)

(2) PHAT (3) GCC (4) FCo
Varechoic chamber.
RT = 0.15, 0.25, 0.74 s

Murray04 [10] GCC Real scenarios
Rui04 [28] Four weighted functions + 3

noise removal techniques
Simulated environment.
RT = 0.05 s

Trifa07 [11] (1) GCC (2) PHAT (3)
MODDq (4) COCH18

Real scenario

Yang09 [29] (1) PHAT modified to
remove reverb (2) PHAT

(1) Simulated. RT = 0–0.5
(2) Conference room
RT = 0.5 s

a Adaptative Eigenvalue Decomposition (AED).
b Global coherence field SRP-PHAT (GCF).
c OGCF (Oriented GCF).
d LMS (Least Mean Squares).
e Reverberantion Time (RT).
f Background Noise (BGN).
g White noise (WN).
h Root Square Mean Error (RSME).
i Steering Response Power (SRP).
j Stocastic Region Constraction (SRC).
k Maximum Likehood (ML).
l Coherent measurement (CM).

m Coherent noise (Air conditioner and/or computers).
n Signal to Reberveration Energy (SRE); Maximum Likehood for Reverberation Wiener
o Fischell-Coker algorithm (FC).
p Moddenmeijer information theoretical approach (MODD)
q Cochlear filtering (COCH).
more transducers, have been evaluated in real rooms, whereas GCC
algorithms with two microphones have been barely investigated
under these situations. When the number of microphones is lim-
ited to a pair of them, the technical literature has compared the
algorithms under highly unrealistic acoustic scenarios and empty
rooms [27], simulated environments [28] or real scenarios without
ent of GCC algorithms.

Conditions Performance

Source: five positions Localization rate. The four methods (1a,
1b, 2a, 2b) can be used with an error
inferior to 0.4 m

t Source: four speaker positions.
Noise: BGNf and WNg (17, 7,
2 dB)

Localization rate (percentage of fine
estimation) and accuracy (RMSEh). (1) is
better than (2) for low SNRs. (c) is as
accurate and precise as (a) and (b)

s
8 s

Noise: 0–10 dB. Source: 30
positions with different grid
sizes

RMSE. Similar performance that SRP-HAT
with less computational cost

Source: Speaker in movement Detection reliability (accuracy >5�), RMSE,
SD. Square array is better (97%, .4�, .3�)

s Source: 12 positions in two grid
sizes

Percentage of well classified frames (S or
NS) and rate of successful position
estimation (>98%)

Source: Moving speakers Estimation accuracy. Average error and
percentage of anomalies. ML-PHAT for
position, ML for orientation

Source: Whistle and speech in
15 positions. Noise: Coherent
and BGN

Positions estimations with average
location errors <10 cm

Noise: Coherentm Source: h [0–
360]� with 10 steps. a three
positions

Estimation Success rate (97.27%)

Source: Speaker at four positions
(distance, a)

Mean angular error. Precision of 3� over
3 m

Source: six positions SD of positions (meters, H, a)

SREn [�2 dB, �12 dB], SNR [3 dB,
12 dB]

Micro separation analysis and optimal
TDOA vectors size (N = 8). Better
estimation success of (2)

Noise: Coherent [0–25 dB].
Source: Speaker [0–360]� in 36�
steps.

Percentage of estimations with accuracy
>2� and >10�. Results better for (2) when
SNR <25 dB

Source: three positions (Speaker,
WN)

Hits percentage. Different fail rates for the
three positions and reverberations times

Source: speaker at 10 angles. Average accuracy (<1.5�).
Noise: Coherent. Source: H: 18
angles [10–170�]

Average error and SD. MLR + WGp and
Wswitch + WG report better performance

Noise: Coherent (62.9 dB), music
(76 dB), WN (79 dB). Source:
Speaker at 60�

Average and SD of angular estimation. (2)
has greatest accuracy and (3) is most
reliable and precise

s Noise: (1) WN SNR[0–40 dB] (2)
Coherent (7 dB) Source: Speaker
at 60�

RMSE results <10� for (1) with SNR <20 dB

Filtering and Gnn substraction (MLR-WG).



Fig. 1. Block diagram of a generalized cross-correlator for TDOA estimation [3].
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noise [10]. Some experiments in real scenarios with noise are pre-
sented in [11] and [29], but they are limited to a comparison in just
one scenario. Also, the experiment in [29] is limited to one location
of the voice sound with a time duration of 2.5 s and in [11] only
one position of the voice is used as well.

Moreover, the technical literature usually characterize the sce-
narios acoustical properties of the scenarios with the reverberation
time, without considering, for example, the nature of possible
multiple reflections in the room, e.g. if they are specular or diffuse.
Due to this lack of algorithms evaluation with real systematic
acoustic measurements, the aim of this study is to compare the per-
formance of different GCC algorithms with only one speech source,
in different real environments characterized by specific room-
acoustic parameters and with different a priori known signal-
to-noise (SNR) ratios. As for dealing with noise sources, also many
simulations have been performed considering unrealistic noisy sit-
uations by just adding uncorrelated noise directly to the micro-
phone signals, which leads to totally uncorrelated and ideal noise.
This kind of noise is typically due to internal/thermal noise of the
measurement devices, but nowadays the use of medium/high qual-
ity acquisition instruments usually minimize this noise. In realistic
situations, external noise sources such as those related to machin-
ery, air conditioners, and electric motors are the most common
ones. When being captured with two microphones, this kind of sta-
tionary noise is characterized by having a spatial correlation [28]
and this is the kind of noise considered in the work presented here.

For these reasons, the main aim of this study is to evaluate GCC
methods in typical conditions of real scenarios, that is to say, with
the presence of external, stationary and in most cases, correlated
noise sources. Furthermore, this study is based on the assumption
that in order to evaluate accurately performance of these TDOA
methods, in terms of the acoustic properties of a real scenario, it
is necessary to consider other features together with the typical
ones used, reverberation time and SNR.

The paper is organized as follows. Section 2 introduces a brief
description of the evaluated methods. Next, the scenarios where
these methods have been tested are described in Section 3. The
methodology to perform the systematic acoustic measurements
is presented in Section 4. Finally, the main contributions of this
study are discussed and the conclusions outlined are presented
in Sections 5 and 6, respectively.
Table 2
Weighting functions of the tested methods. The term C(f) represents the coherence
between the microphone signals.

Approach Weighting function
wg(f)

Cross-Correlation (CC) 1
Phase Transform (PHAT) 1

jUx1 x2 ðf Þj

Roth (Wiener–Hopf weighting) 1
Ux2 x2 ðf Þ

Hannan–Thomson (maximum likelihood
estimate)

1
Ux1 x2 ðf Þ

� jCðf Þj
2

1�jCðf Þj2
2. GCC Framework

The original GCC framework is based on a single-path propaga-
tion model of acoustic plane waves emanating from a remote
source and monitored at two separated microphones, where the
signal acquired is a delayed and attenuated version of the original
source with added noise [16,30]:

x1ðtÞ ¼ a1sðt þ TÞ þ n1ðtÞ; ð1Þ
x2ðtÞ ¼ a2sðt þ T þ sÞ þ n2ðtÞ; ð2Þ

being x1(t) and x2(t) the signals at both microphones, s1(t) the origi-
nal acoustic signal, a1 and a2 the attenuation factors due to propa-
gation, n1(t) and n2(t) the noise at both microphones. The time T is
the delay of the path between the acoustic source and the first
microphone, while s is the time difference of arrival.

The propagation model can be described in a more general way,
if the room impulse responses at the locations of the microphones
are considered [3]:

x1ðtÞ ¼ a1ðtÞ � sðtÞ þ n1ðtÞ; ð3Þ
x2ðtÞ ¼ a2ðtÞ � sðtÞ þ n2ðtÞ; ð4Þ

being � the time convolution operator, a1(t) and a2(t) are the room
impulse responses at their corresponding source/receiver positions.
In this model, the TDOA is implicitly found in the difference of these
responses; and the optimal time delay can be obtained with a gen-
eralized cross-correlator (Fig. 1) as

ŝ ¼ arg max
s

Efðx1ðtÞ � h1ðtÞÞðx2ðt þ sÞ � h2ðtÞÞg; ð5Þ

being E{(�)} the statistical average over time. Using this correlator,
the optimal delay ŝ converges to the time difference of arrival be-
tween signals x1(t) and x2(t). Impulse responses h1(t) and h2(t) are
the weighting functions applied to signals x1(t) and x2(t). GGC meth-
ods use particular weighting functions with different behavior, and
therefore, their estimation performance may be different in the
same scenario.

If the generalized cross-correlation function is defined as

ug
x1x2
ðsÞ ¼ Efðx1ðtÞ � h1ðtÞÞðx2ðt þ sÞ � h2ðtÞÞg; ð6Þ

then Eq. 5 can be rewritten as:

ŝ ¼ arg max
s

ug
x1x2
ðsÞ

n o
: ð7Þ

Also, if Eq. 6 is written in the frequency domain, the generalized
cross-correlation can be related to the cross power spectral density
function Ux1x2 [16]:

ug
x1x2
ðsÞ ¼

Z 1

�1
H1ðf ÞH�2ðf ÞUx1x2 ðf Þej2pfsdf ð8Þ

To further simplify the GCC framework, the term generalized fre-
quency weighting [16] is commonly defined as:

wgðf Þ ¼ H1ðf ÞH�2ðf Þ: ð9Þ

Thus, the methods included within the GCC framework can be
defined by just specifying the generalized frequency weighting
wg(f) used. In this work, the methods CC (Cross-Correlation) [31],
PHAT (Phase Transform) [32], Roth (Wiener–Hopf weighting) [33]
and HT (Hannan-Thomson Maximum Likelihood) [34] have been
compared. Their respective weighting functions are listed in Table
2 [3,16].

In the case of not using any weighting function, the method is
just known as cross-correlation, and it is the most straightforward
algorithm for estimating the delay between two signals. The other
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methods of the GCC framework differ in the specified function. In
Roth method, the weighting function allows suppressing the fre-
quencies where the power spectrum of the additive noise is large,
and therefore, where the estimation of the cross-correlation may
be erroneous [16]. This can lead to a more accurate delay indica-
tion than in the case of using just the CC method. PHAT is popular
for having a good behavior in reverberant environments with low
noise. It uses the magnitude of the cross-power spectral density of
both signals as the weighting function and, despite of being devel-
oped as a heuristic approach, it has been shown to be robust under
reverberation in low noise environments [26,29,35]. Also, it is the-
oretically proved that this method eliminates a spreading effect
that occurs due to the existence of an uncorrelated noise at both
microphones [16]. The HT method estimates an optimal delay from
a statistical point of view under conditions of an ideal acoustic
propagation, since the estimation variance can achieve the Cra-
mer–Rao lower bound in those conditions. In this case, the weight-
ing function is based on the coherence function C(f) between signals
x1(t) and x2(t), which is defined as [3]:

Cðf Þ ¼ Ux1x2 ðf Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ux1x1 ðf ÞUx2x2 ðf Þ

p ð10Þ
3. Scenarios description

This study is based on the assumption that along with the rever-
beration time other architectural acoustic parameters related to
the wall absorbing/scattering properties must be considered in or-
der to evaluate estimation performance of TDOA methods. This is
hypothesized based on the diffuse sound field theory [36], where
under the assumption of perfectly diffuse boundaries, the cross-
correlation between pressure measurements at two different
points is very low whether the distance exceeds half of the wave-
length [37] and the sound field reaches stationarity. It is well-
known in architectural acoustics, that a scenario with these fea-
tures is the only physical way to obtain nearly spatial uncorrelation
between two near measuring points [38]. However, as previously
described, TDOA methods performance is conditioned by the
uncorrelation property of the noise registered in the microphones.

A set of scenarios has been selected to assess the extent to
which their absorbing/scattering properties have a clear influence
in the reliability of these algorithms, specially attending to those
aspects that may alter the uncorrelated noise assumption, since
perfectly diffuse surfaces are physically unachievable. In particular,
the estimation performance of TDOA methods has been tested in
the next scenarios: a lecture room with high reverberance and
moderate specular reflections, an office with a variable reverbera-
tion time and a considerable amount of scattering objects, and an
auditorium furnished with absorbing materials. The particular
acoustic properties of each scenario are described in detail in the
subsequent sections. The parameters of the scenarios related to
reverberation time, early decay time, nature of the first reflections
and absorption have been listed in Table 3. They are volume V, total
surface S, broadband reverberation time RT measured according to
Table 3
Acoustic properties of the analyzed scenarios. The ratio Early Decay Time to the
Reverberation Time (EDT/RT) indicates if the first reflections are diffusive (ratio close
to 100%) or specular. Based also on the measured RT, the averaged absorption
coefficient �a is estimated using the Norris–Eyring formulae.

V (m3) S (m2) RT (s) EDT (s) EDT/RT (%) �a

Lecture room 473 418.2 1.91 1.79 93.89 0.091
Office 118 149.8 0.46 0.47 102.16 0.241
Modified office 118 149.8 0.39 0.39 100 0.278
Auditorium 740 626 0.54 0.47 86.42 0.297
[39] (see Section 4.3 for details), early decay time EDT, ratio early
decay time to reverberation time EDT/RT and averaged absorption
coefficient �a, estimated by applying Norris–Eyring formulae [40]
with the measured reverberation time.

Classically, GCC-based methods performance has been evalu-
ated in terms of the reverberation time of the scenario where the
measurements are carried out. The aim of using this parameter
is, somehow, to provide a measurement of how the probability of
the estimated direction of arrival varies with the amount of strong
reflections. However, this parameter poorly provides information
about how first reflections are, either – mostly – specular or dif-
fuse. For this reason, not only the reverberation time parameter
is evaluated, but also the ratio EDT/RT [41]. This parameter can
be seen as a measurement of the directness, being its typical values
between 0.8 and 1.1. If surrounding surfaces direct early reflections
onto measurement points, this reduces the early decay time, giving
a low ratio, which can be interpreted as first reflections being
mostly specular. However, the closer this value is to unity, the
more diffusive are considered these first reflections.

3.1. Lecture room

The first scenario corresponds to a typical lecture room. It has a
volume of 473 m3 and a total surface of 418.2 m2. The wall surfaces
are entirely made with plaster, gypsum and glass. Thus, these sur-
faces could be considered as even in the entire speech frequency
band. Ceiling and walls are made of plaster and floor is completely
covered with marble. This room is full of tables and chairs, all made
of plastic, being the only scattering objects of the room. Thus, most
of the room elements are expected to produce specular reflections.
Indeed, the analysis performed of this room (see Table 3) has iden-
tified it as a highly reverberant scenario with a considerable
amount of first specular reflections and poor absorption. The
parameter EDT/RT indicates that the nature of the first reflections
in this scenario is more specular than diffusive.

3.2. Office

The office is a fully fitted room with a volume of 118 m3 and a
total surface of 149.8 m2. The furnishing elements cover at least
one third of the wall surfaces, and there are several tables and
chairs that cover the floor. These furnitures are filled with a consid-
erable amount of office elements, which make that most of the
reflecting surfaces may be considered as diffusively reflecting sur-
faces. The visible wall surfaces and ceiling are made of plaster,
whereas the floor is covered with marble. This scenario can be de-
scribed as a room with low absorption, a considerable amount of
scattering surfaces and moderate reverberance (see Table 3). The
parameter EDT/RT confirms that the first reflections in this sce-
nario are of diffusive nature. Thus, it is an excellent scenario to ana-
lyse the effect of the expected partially uncorrelated noise
recorded at the two microphones.

3.3. Modified office

As previously mentioned, the existence of a high number of
scatterer objects in the office (described on Section 3.2) makes it
an ideal scenario for analysing the effect of partially uncorrelated
noise. However, it would be also interesting to reduce its reverber-
ation time, in order to make measurements in a highly diffusive
room but with medium–low reverberation time (see Table 3). With
this purpose, the previous office was modified by covering floor
and plaster surfaces with carpets and synthetic materials, while
the scatterer objects (furniture and books) were kept the same.
This new scenario is referred from now on as Modified Office. As
can be seen in Table 3, the absorption coefficient has been
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increased while maintaining the scattering reflections, as it is indi-
cated by the ratio EDT/RT.

3.4. Auditorium

The fourth scenario is an auditorium, with 740 m3 of volume
and a total surface of 626 m2. The main characteristic of this room
is the considerable amount of absorbing material in a medium size
auditorium. Despite of being full of scattering surfaces, such as
chairs and decorative elements, most of them were covered with
heavy cotton cloths and curtains, and the chairs were uphostered.
Thus, the reverberance of this scenario is moderate despite of its
high volume (see Table 3). This scenario is of special interest
because it presents a similar reverberation time than the office,
but the first reflections are specular as indicated by the parameter
EDT/RT, while they are difussive in the office. If the methods were
evaluated taking into account only the reverberation time and the
SNR, the auditorium and the office would present the same behav-
ior. However, in Section 5 it will be shown that the influence of the
noise is different in both scenarios.
4. Method

The experimental setup is described in this section, detailing
the measurement procedure followed and the data analysis.

4.1. Experimental setup

Fig. 2 depicts the main elements of the experimental setup: two
Behringer B-5 omnidirectional microphones connected to a PC via
a firewire port with a MOTU-8pre audio interface, a multimedia
speaker Wunderton CS-6501 placed at a known angle hS respect
to the pair of microphones for the voice source and an omnidirec-
tional speaker AVM DO-12 placed at a fixed location hN for the
noise source. Power levels of voice and noise sources were con-
trolled by two power amplifiers InterM CM-10.5. The experiment
has been done with four levels of SNR ratio: three levels with
10 dB, 20 dB and 30 dB using the noise source via measuring and
controlling the sound pressure level at each microphone with a
sound level meter Rion NL-32 (configured in slow mode and no fil-
tering), and a fourth level with the ambient noise of each scenario.
In this last case, the noise varies among the scenarios because it is
not controllable, being the SNR in a range among 40–45 dB.

The generalized cross-correlation methods have been tested in
the scenarios described in Section 3 and with different directions
of arrival: 30�, 60� and 90�. This last angle corresponds with the sit-
uation where the loudspeaker is placed in the normal direction to
the plane containing the two microphones. The microphones were
placed at the center of each room. For the sound/voice source, an
Fig. 2. Experimental setup for the scenarios. The voice source is located at different
angles respect to the microphones, while the noise source is fixed.
anechoic male voice available at the First Stereo Audio Source Sepa-
ration Evaluation Campaign [42] has been used. The voice was
reproduced three times per recording, to have three repetitions
of each experiment. The repetitions were separated by a conve-
nient pause to avoid undesirable mixing effects due to reverber-
ance. Thus, results were analyzed averaging the values obtained
from each repetition.

In order to produce additive gaussian white noise, a pseudo-
random sequence low-pass filtered with 5 kHz was used as the
noise source. This noise was also emitted without any other signal
during 3 s and before each of the voice signal repetitions, in order
to assure that it reaches its stationary stage in the room.

4.2. Algorithms implementation

Fig. 3 depicts the implementation of the tested methods. The
audio signals were captured at the microphones with a sampling
frequency of 96 kHz and low-pass filtered with a cutoff frequency
of 5 kHz. Thus, the signals were processed just within the speech
frequency band. The direction of arrival was estimated for analysis
frames of 25 ms, windowed with a Hann window. The cross-power
spectral-density function was obtained in each window using 512
samples Fourier transforms via FFT, and the cross-correlation was
computed using its corresponding inverse Fourier transform via
IFFT. An interpolation stage using natural cubic splines has been
done to search the maximum peak in the correlation function.
Thus, a better angular resolution is achieved. For each analysis
window, a TDOA value was obtained and the corresponding angle
estimated as (see Fig. 4):

cos hS ¼
c � ŝ

d
ð11Þ

being c = 343 m/s the speed of sound and d the separation between
microphones. The microphones separation was 7.9 cm. If the micro-
phone separation is increased, the localization performance may
improve due to a better angular resolution and because the correla-
tion of the noise is decreased. However, for large microphone sepa-
rations, the peak in the cross correlation of the voice signals is more
diffuse, which makes its detection less reliable [25]. On the other
hand, the purpose of the experiments was to compare the methods
under a common arrangement, more than optimizing this arrange-
ment. Respect to the possible spatial aliasing, as pointed out in [30],
it has to be treated with great care in the context of beamforming
and noise reduction, but is not a big concern for the task of source
localization.

Performance of the algorithms was assessed in 10 s intervals of
the audio signal recorded. Fig. 5a depicts with dots the estimated
positions of the audio source for each window of 25 ms. The nor-
malized signal energy has been superimposed in the same figure.
This energy curve allows to appreciate the different levels of the
captured sound in time domain and its peaks highlight those win-
dows where the voice signal is predominant. Therefore, with the
purpose of selecting the frames with a certain level of voice energy,
the estimations obtained in windows with an energy level under a
previously established threshold were discarded. This is shown in
Fig. 5b, where only those positions with an energy level over a
threshold are drawn. The threshold level used in the experiments
corresponds to the average energy level of the overall signal ac-
quired (dashed line in Fig. 5b).

For a better visualization of the results, a histogram which rep-
resents probability function fH(h) for the source localization has
been computed for each experiment. These histograms can be
found at the end of the paper as an Appendix A. The histogram is
a graphical representation of the probability function estimation
of a variable, which is built by accumulating its measured values.
In this particular case, the histogram is built upon the number of



Fig. 3. Block diagram for the tested methods.

Fig. 4. Angle of incidence of a plane wave and ŝ. Angle h is the speaker location.

(a)

(b)

Fig. 5. (a) Estimated angles (dots) and normalized signal energy (line) for an
analysis time of 10 s with the PHAT method in the office scenario. The sound is
located at 60� and the SNR is 20 dB. (b) In this case the dots represent only those
angles that will be accumulated in the histogram.
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times an specific angle is estimated. The shape of the histogram
sometimes is particularly sensitive to the number of bins. If the
bins are too wide, important information might get omitted. For
example, the data may be bimodal but this characteristic may
not be evident if the bins are too wide. On the other hand, if the
bins are too narrow, what may appear to be meaningful informa-
tion really may be due to random variations that show up because
of the small number of data points in a bin. The number of bins has
been set as the square root of the number of observations [43], in
order to obtain smooth histograms without losing relevant infor-
mation. For the experiments presented here, the number of bins
has been among 30 and 32 for each histogram.

For obtaining a more accurate estimation, angles with high en-
ergy level were given a greater weight in the accumulating process.
Therefore, the mode – i.e. the maximum value in the histogram – is
located at the most probable angle and, applied to a voice source
localization scenario, it is used to estimate the most likely source
position [3,4,30]. Besides the mode, three more statistics are com-
puted in order to analyze the performance of the algorithms in a
more quantitative way: the relative frequency of the mode, which
informs what fraction of the time the mode is detected; the mean,
which can be useful in order to know if the distribution is uni-
modal when it is compared to the mode; and the root mean square
error (RMSE), which indicates the overall accuracy of the algorithm
respect to the real direction of the voice source. The performance of
the methods will be analyzed taking into account these four statis-
tics in Section 5, as they can give clearer information than the
histograms.

In order to characterize the properties of the noise, several
intervals have been recorded with only the noise source emitting
in the scenario, and the normalized cross-correlation between
the signals has been computed. In order to determine the degree
of spatial correlation between both noise signals, the maximum va-
lue of this normalized cross-correlation maxf �un1n2 ðsÞg is used as
an estimator. A more detailed description of this analysis is further
presented at Section 5.
4.3. Decay curve measurement

Each scenario has been characterized through the impulse
response measured with the pair of microphones at the same
location where the experimental recordings were made. Two
methods were used to obtain the room impulse response: Maxi-
mum Length Sequences [44] and Swept-Sine techniques [45]. The
sound was emitted with the omnidirectional speaker AVM DO-12
and previously amplified by one of the power amplifiers. Then
the decay curve was computed using just one of the two impulse
responses by applying a backward Schroeder’s integration
[39,46]. Furthermore, based on the obtained decay curve, the
broadband reverberation time and early decay time parameters
were computed according to [39]. These parameters, along with
the volume and total surface of the rooms, were used as ex-
plained in Section 3 in order to characterize acoustically the
scenarios.
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5. Results and discussion

This section presents the systematic acoustic measurements
performed in the four different scenarios described in Section 3,
and the results after processing them. In the following subsections,
results obtained in each scenario are analyzed in detail. A final sub-
section summarizes the results and conclusions obtained through
the different analysis.

5.1. Lecture room

The two microphones are placed at the middle of the lecture
room, whereas the source loudspeaker is located at a constant dis-
tance of 4 m approximately. The noise source is placed in an angle
of 145� with respect to the microphones.

The statistics from the data obtained in the experiments are
shown in Table 4, where the four methods are compared. Each sub-
table represents a single situation, where the sound source is
placed at a specific angle for a given SNR in the lecture scenario.
The mode and mean values of an ideal histogram should be the an-
gle where the sound source is placed, whereas the frequency (of
the mode) should be near to 1, and the error near to 0. In general,
all the methods were affected by the multiple reflections of the
environment and the presence of noise.

In this kind of scenario, two negative side effects are expected.
First, reverberation time is strongly related to the amount of reflec-
tions and how they remain in the room during a certain time, even
when the sound source is deceased. This effect makes clearly lower
the relative frequency of the mode, and the RMSE value increases.
Second, at the level of SNR where the noise disturbs the localiza-
tion estimation of the desired source, the RMSE also increases
due to the appearance of observations corresponding to the direc-
tion of the noise source, the mean moves away from the mode indi-
cating that the distribution is not unimodal, and the relative
frequency also gets lower. In the worst case, the value of the mode
becomes closer to the position of the noise source, and the mean is
nearer the noise position than the voice one.

The lecture room scenario is characterized by a high reverbera-
tion time (approximately 2 s), and it is a good example to see
how multiple reflections affect results obtained when there is just
ambient noise in the room. When the voice source is located in
front of the two microphones, i.e. the angle is 90�, the four methods
have a good performance. However, when the source separates
from 90�, clearly the CC method is the most negatively affected,
Table 4
Lecture room statistics. The four methods are compared for each combination of the sound
Frequency is the relative frequency of the mode, Mean is the mean value of the observations
scenario, the noise source is located at 145�. The best method has been highlighted for ea

Approach Ambient noise SNR = 30 dB

Mode Fequency Mean RMSE Mode Frequency Mean RMS

Angle = 90�
PHAT 87.2 0.53 89.5 5.5 87.2 0.46 89.3 11.6
HT 87.2 0.53 89.5 8.2 92.8 0.40 90.0 15.7
Roth 87.2 0.51 88.7 10.9 87.2 0.45 88.6 14.1
CC 87.2 0.51 89.6 5.6 87.2 0.51 89.6 5.4

Angle = 60�
PHAT 59.1 0.84 62.4 13.9 59.1 0.58 65.7 18.3
HT 59.1 0.76 62.6 14.8 59.1 0.47 66.6 21.2
Roth 59.1 0.80 62.3 14.9 59.1 0.53 65.2 18.1
CC 70.3 0.25 75.7 19.2 70.3 0.24 75.9 19.1

Angle = 30�
PHAT 30.9 0.40 49.3 36.6 30.9 0.24 60.9 50.4
HT 30.9 0.33 53.7 43.6 30.9 0.17 63.3 51.3
Roth 30.9 0.31 53.1 42.5 30.9 0.18 63.9 50.3
CC 81.6 0.16 75.1 48.5 87.2 0.14 74.5 48.0
being the value of the mode far from the real direction of arrival,
and its relative frequency low, indicating that the distribution of
the observations is spread over a wide range of values. This can
be explained by the fact that the weighting functions used in the
other methods undermine the effects of low frequencies, which
are typically more affected by the reflections than the higher ones.
This effect leads to an improvement in the time delay estimation
[3]. From the architectural acoustic point of view, this effect seems
to be reasonable since most materials have a considerable absorp-
tion coefficient at medium–high frequencies whereas at lower fre-
quencies, materials are less absorptive.

When comparing the detection performance for the three
source positions under the same conditions, the mean square error
indicates that the performance of the estimation decreases when
the angle separates from 90�, independently of the SNR level. This
effect is also pointed out in Ref. [28], although through simulations
performed by using the image method [47]. In general, all the
methods have their best performance when the sound source is
placed at 90�, that is to say, when the audio signals in both micro-
phones are nearly identical. In positions with an azimuth angle
close to 0� or 180�, the estimation performance is lower, not only
limited by the frequency sampling and the microphones distance,
but also due to the non-lineal transformation of Eq. 11 [2,22].

Respect to the influence of the noise, the statistics show how
the performance clearly gets worse for PHAT, HT and Roth methods
with the decrease of SNR. Thus, the frequency of the mode
decreases, the mean separates from the mode, and the RMSE
increases. For a SNR of 10 dB, when the voice source is far from
90�, the mode indicates that the direction of the noise source
(143.4�) predominates in the estimations (although the mean
shows that the distribution is not unimodal, as the voice source
is present in the observations). On the other hand, it is worthy to
note that the CC method was not so clearly affected, although it
shows a very low performance in this scenario (see mode values
at Table 4), mainly due to the high reverberation. Attending to
the mode and its relative frequency, it can be concluded that in this
scenario conditions PHAT outperformed the other methods with a
SNR above 10 dB. However, RMSE was high due to the influence in
the estimations of the noise source, which was placed far from the
voice source, at 145�. As the noise source was emitting during all
the experiment duration and the voice source had silences, the
contribution of noise was higher for low conditions of SNR. For this
reason, the value of the mode was computed as the position of the
noise source with a SNR of 10 dB.
source position and SNR. Mode is the most probable angle according to the method,
, and RMSE is the root mean square error respect to the real direction of arrival. In this
ch situation attending to the mode value and its relative frequency.

SNR = 20 dB SNR = 10 dB

E Mode Frequency Mean RMSE Mode Frequency Mean RMSE

87.2 0.36 91.3 19.8 92.8 0.15 101.4 31.1
87.2 0.31 91.5 21.3 92.8 0.11 94.7 29.9
87.2 0.36 91.6 21.5 104.1 0.15 96.8 30.1
87.2 0.47 89.8 5.9 92.8 0.35 92.1 8.2

59.1 0.45 78.7 36.7 143.4 0.22 103.9 60.3
59.1 0.37 70.4 29.0 143.4 0.17 97.4 54.0
59.1 0.39 76.0 36.3 59.1 0.19 86.4 47.4
75.9 0.27 76.3 19.7 70.3 0.27 76.6 20.6

30.9 0.23 77.5 65.7 143.4 0.26 106.2 88.2
30.9 0.15 79.9 68.0 143.4 0.18 97.5 80.1
30.9 0.12 78.4 66.3 143.4 0.14 95.8 76.9
87.2 0.15 75.0 48.6 87.2 0.15 76.6 50.4
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Regarding to the noise quality, the algorithms analysed assume
uncorrelated noise recorded at each microphone. Ideally, this can
be only achieved within an ideal completely diffuse sound field,
where the energy density is uniformly distributed in space and
where the energy flow is isotropic. In these conditions, the constit-
uent plane waves are uncorrelated [38]. This unrealistic scenario
might only be achieved if all the room surfaces at the room are
totally diffuse. In this first scenario, the lecture room, a strong
influence of the diverse reflections is expected, due to the low-
absorptive materials that characterize this room and moderate vol-
ume (see description at Section 5.1). Attending to the walls, ceiling
and floor, it could be assumed that most of the reflections were
specular since they were built with even surfaces. However, the
high number of furnished elements -tables and chairs- and the
high reverberance in the room turn the reflections to be diffused
after certain time [40], making noise becomes more uncorrelated.

The uncorrelation of the noise was evaluated by analyzing those
intervals where only noise was present. Taking samples for 1.5 s.,
the maximum of the normalized cross-correlation of the noise sig-
nals in the two microphones was computed, indicating a moderate
correlation, with maxf �un1n2 ðsÞg ¼ 0:55, between the noise cap-
tured in each microphone. Therefore, the realistic noise at these
experiments differs from those where just an uncorrelated white
noise at both microphones is directly added [3,30] to the measured
voice signals at each microphone. Experiments where noise
sources have been placed externally in a simulated or real environ-
ment are closer to this situation. However, those experiments are
usually carried on in empty or simulated rooms and they usually
take into account only the reverberation time of the scenario. Thus,
the effect of the diffusion degree of the reflections has not been
evaluated, meanwhile our study shows that it has considerable
consequences in the final performance of the methods.
5.2. Office

Table 5 lists results of the office scenario, where the same pro-
cedure described in Section 5.1 has been followed. In this scenario,
the noise source was placed at 135� with respect to the two micro-
phones. This room is characterized by a moderate reverberance,
low absorption and a considerable amount of scattering surfaces,
as described at Section 3.2. According to the statistics, in ambient
noise conditions, all the methods except CC showed an accurate
estimation. Method CC estimated a proper arrival direction for
the case of 90�, which is the position that can be more accurately
Table 5
Office statistics. The four methods are compared for each combination of the sound source p
is the relative frequency of the mode, Mean is the mean value of the observations, and RMS
the noise source is located at 135�. The best method has been highlighted for each situati

Approach Ambient noise SNR = 30 dB

Mode Frequency Mean RMSE Mode Frequency Mean RM

Angle = 90�
PHAT 87.0 0.55 88.7 4.9 92.8 0.52 93.9 11.3
HT 87.0 0.58 88.5 7.0 92.8 0.43 96.3 16.1
Roth 87.0 0.54 90.8 10.0 92.8 0.53 92.4 14.8
CC 87.0 0.57 89.7 5.5 87.2 0.54 89.6 5.4

Angle = 60�
PHAT 63.0 0.48 61.8 11.8 66.8 0.26 67.9 18.7
HT 63.0 0.50 61.3 14.7 61.0 0.28 66.5 18.
Roth 63.0 0.59 67.7 21.9 66.8 0.26 68.5 17.8
CC 69.0 0.36 73.2 16.6 72.6 0.27 71.5 15.8

Angle = 30�
PHAT 31.9 0.57 32.6 14.7 31.9 0.51 36.3 19.
HT 31.9 0.49 32.8 17.1 31.9 0.41 37.4 22.4
Roth 31.9 0.52 34.5 19.4 31.9 0.46 40.4 26.6
CC 55.2 0.21 58.1 31.0 61.0 0.27 58.6 31.5
estimated. However, the estimation in terms of the mode and its
relative frequency was mistaken for 60� and 30�, specially in this
last case, where the mode is far from the expected position, and
its relative frequency is much lower than the rest. Again, this effect
is explained because CC method has got more difficulties when
working in reverberant environments, as previously pointed out.

Results when the noise source was introduced lead to worse
estimations, the relative frequency of the mode became lower
and the RMSE clearly increased for PHAT, HT and Roth methods
when the SNR decreased. Again, in this scenario, the CC method
was less affected by the noise than the rest of the methods,
although its estimation were worst when the voice source was lo-
cated at 30�. Among the other methods, the main differences in
performance arised for the source location at 30�. For this condi-
tion, the PHAT estimation obtained better results attending to
mode frequency and RMSE. However, for a SNR of 10 dB, the mean
in the three methods differed from the mode value, indicating that
the distribution was not unimodal, clearly due to the high presence
of noise. With this low value of SNR (10 dB), the estimation of
ROTH was closer to the true positions of the voice source for 60�
and 90� showing that this method seems to be less sensitive to this
noise.

Regarding the performance differences between scenarios,
RMSE was in general higher for the lecture room than in the office,
due to the negative influence of a higher reverberation time, affect-
ing the multiple reflections the overall performance.

The analysis of the noise introduced in the scenario shows also
the existence of a moderate correlation, with maxf�un1n2 ðsÞg ¼
0:52. The maximum of the normalized cross-correlation value is
not significantly different from the one in the lecture room sce-
nario. This can be explained because, despite the presence of the
high amount of scattering surfaces (which could lead to consider
significantly uncorrelated noise signals), the ceil and floor, together
with some naked wall portions, constitute a strong presence of
specular surfaces, and the room is far to be considered totally dif-
fuse. Thus, there exists a remarkable correlation for this medium
reverberant scenario, similar to the previous one. However, this
scenario differs considerably from the lecture room regarding to
the boundary reflective characteristics. Whereas the lecture room
has considerable amount of strong – and very located – first reflec-
tions, the office scenario provides a higher number of diffuse
reflections contributing to uncorrelate the noise signals at
microphones despite of having a smaller volume than the lecture
room.
osition and SNR. Mode is the most probable angle according to the method, Frequency
E is the root mean square error respect to the real direction of arrival. In this scenario,
on attending to the mode value and its relative frequency.

SNR = 20 dB SNR = 10 dB

SE Mode Frequency Mean RMSE Mode Frequency Mean RMSE

99.0 0.32 91.8 9.7 105.0 0.32 104.5 24.0
93.0 0.36 84.8 22.3 117.0 0.31 107.4 27.2
99.0 0.30 93.8 15.0 99.0 0.36 96.9 24.5
87.0 0.47 89.1 5.5 87.0 0.39 89.6 6.0

66.8 0.25 71.6 25.6 99.0 0.24 71.4 29.5
4 66.8 0.27 67.5 25.4 39.0 0.20 75.1 38.5

61.0 0.28 74.6 26.9 69.0 0.19 75.1 32.1
61.0 0.22 73.6 17.5 69.0 0.39 73.1 17.0

5 33.0 0.42 44.2 27.8 31.9 0.32 64.8 55.0
33.0 0.29 49.6 34.5 31.9 0.31 65.6 56.2
33.0 0.38 48.0 33.5 31.9 0.25 68.6 56.8
57.0 0.28 58.5 31.2 66.8 0.23 60.1 33.1



Table 6
Modified office statistics. The four methods are compared for each combination of the position of the sound source and SNR. Mode is the most probable angle according to the
method, Frequency is the relative frequency of the mode, Mean is the mean value of the observations, and Error is the root mean square error respect to the real direction of arrival.
In this scenario, the noise source is located at 135�. The best method has been highlighted for each situation attending to the mode value and its relative frequency.

Approach Ambient noise SNR = 30 dB SNR = 20 dB SNR = 10 dB

Mode Frequency Mean Error Mode Frequency Mean Error Mode Frequency Mean Error Mode Frequency Mean Error

Angle = 90�
PHAT 92.8 0.82 91.8 5.2 92.8 0.67 91.8 10.5 98.4 0.62 96.2 13.3 113.2 0.50 104.8 17.5
HT 92.8 0.79 91.0 7.3 92.8 0.59 91.2 12.8 98.4 0.47 93.1 18.1 113.2 0.55 104.7 19.3
Roth 92.8 0.81 91.7 5.1 92.8 0.66 90.8 14.7 98.4 0.46 94.2 18.5 95.8 0.50 104.0 19.6
CC 87.2 0.46 88.3 5.1 87.2 0.47 88.5 5.0 87.2 0.51 89.0 5.3 90.0 0.38 89.5 7.2

Angle = 60�
PHAT 61.0 0.77 63.3 9.0 63.0 0.58 69.7 23.6 69.0 0.23 72.7 25.0 101.6 0.36 81.9 33.6
HT 61.0 0.76 64.0 10.9 63.0 0.55 67.1 17.4 69.0 0.28 70.7 26.0 101.6 0.21 81.5 37.2
Roth 61.0 0.76 63.6 10.3 63.0 0.54 68.1 19.9 69.0 0.17 71.2 27.4 66.8 0.15 71.8 29.5
CC 66.8 0.32 74.9 17.4 69.0 0.37 74.9 17.5 69.0 0.38 74.4 16.8 66.8 0.32 76.3 20.0

Angle = 30�
PHAT 30.9 0.85 31.8 10.3 30.9 0.51 36.5 20.9 31.9 0.29 50.2 37.5 37.7 0.36 59.3 43.1
HT 30.9 0.76 32.2 11.9 30.9 0.42 39.5 26.7 31.9 0.27 54.7 43.8 37.7 0.23 61.3 46.8
Roth 30.9 0.74 31.9 11.4 30.9 0.49 37.2 22.8 31.9 0.31 46.7 33.1 37.7 0.28 58.6 44.7
CC 47.8 0.21 57.9 30.8 59.1 0.27 57.2 30.4 61.0 0.25 57.1 30.4 61.0 0.20 58.0 31.6
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Since a non-homogeneous distribution of scattering objects
produces spatially non-homogeneous distribution of – diffuse –
reflections, the localization of the noise source at its stationary
stage is highly affected by the arrangement of scattering objects.
Thus, the sum of the reflections highlights a direction of arrival dif-
ferent to the location where the noise source was physically placed
within the scenario. This can be seen when the SNR is 10 dB, and
for the case of 90�, where the mode values, strongly affected by
the noise source, were different from the true noise source direc-
tion, 135�. Therefore, an uneven distribution of scattering objects
produced an erroneous localization of stationary sources, strongly
affecting to the final results.

5.3. Modified office

This scenario is the same room as the office scenario, but it has
been modified by covering the floor and plaster surfaces with car-
pets and synthetic materials in order to reduce the reverberation
time, as described at Section 3.3. This forces to reduce the presence
of specular reflections, whereas the diffuse reflections remain the
same. Due to the fact that the reverberation times are lower, the
relative frequency of the mode was in general higher than in the
Table 7
Auditorium statistics. The four methods are compared for each combination of the sound
Frequency is the relative frequency of the mode, Mean is the mean value of the observations
scenario, the noise source is located at 135�. The best method has been highlighted for ea

Approach Ambient Noise SNR = 30 dB

Mode Frequency Mean RMSE Mode Frequency Mean RM

Angle = 90�
PHAT 87.0 0.95 86.9 3.4 81.0 0.26 91.6 15.
HT 87.0 0.95 86.9 3.4 93.0 0.29 93.2 15.
Roth 87.0 0.91 86.6 3.8 87.0 0.29 90.7 13.
CC 87.0 0.76 88.0 3.5 87.0 0.72 87.8 4.0

Angle = 60�
PHAT 57.5 0.80 60.0 10.9 57.5 0.42 68.9 27.
HT 57.5 0.75 59.3 11.7 62.5 0.33 69.8 27.
Roth 57.5 0.74 60.7 12.4 57.5 0.43 66.9 25.
CC 62.5 0.27 70.2 15.1 62.5 0.26 70.0 15.

Angle = 30�
PHAT 33.0 0.68 40.7 27.1 135.0 0.39 73.7 66.
HT 33.0 0.63 40.0 26.6 135.0 0.35 72.7 66.
Roth 33.0 0.65 40.2 25.6 33.0 0.33 63.5 57.
CC 45.0 0.19 54.3 32.3 39.0 0.20 54.0 31.
previous scenario, as can be seen in Table 6. In conditions of ambi-
ent noise, and with a high SNR of 30 dB, all the methods except CC
reported a good accuracy estimation of the source angle. As ex-
pected, performance of CC was lower being the estimation mis-
taken for the source position of 30�, due to reflections. For lower
values of SNR, the results varied in similar way to those of previous
scenarios, although the relative frequency of the mode remained
higher due to the lower number of reflections.

For a SNR of 10 dB, the mode values did not correspond with the
true positions of the voice sources at 60� and 90� for methods PHAT
and HT. This is again explained by the presence of the noise source,
that can be interpreted as another source of sound more than a
noise itself. Besides, at previously pointed out, performance esti-
mation of method CC was not so influenced by the noise increment
(see results for SNR of 10 dB). However, its worse accuracy in con-
ditions of ambient noise, high SNR and for the voice source position
of 30� (see Table 6) has also lead to conclude that method CC is
more vulnerable to reflections and with less accuracy in the angles
far from the 90�.

Regarding to the noise, the correlation analysis in this scenario
also indicates the existence of a moderate correlation with
maxf�un1n2 ðsÞg ¼ 0:56, which is similar to that obtained in the
source position and SNR. Mode is the most probable angle according to the method,
, and RMSE is the root mean square error respect to the real direction of arrival. In this
ch situation attending to the mode value and its relative frequency.

SNR = 20 dB SNR = 10 dB

SE Mode Frequency Mean RMSE Mode Frequency Mean RMSE

6 135.0 0.58 115.7 34.8 136.5 0.98 135.4 45.9
6 135.0 0.47 110.2 32.6 136.5 0.94 133.9 45.3
6 135.0 0.35 103.9 28.4 136.5 0.86 129.4 43.7

87.0 0.67 88.2 4.1 90.0 0.50 88.8 6.1

9 137.5 0.37 98.0 54.4 137.5 0.84 128.8 73.1
3 137.5 0.37 96.6 53.7 137.5 0.63 119.6 68.0
4 57.5 0.34 76.2 36.9 137.5 0.56 111.3 63.0
2 62.5 0.28 70.4 15.9 62.5 0.25 71.7 18.5

9 135.0 0.74 111.5 92.6 136.5 0.94 129.8 103.0
2 135.0 0.69 108.9 91.1 136.5 0.88 125.8 100.6
5 135.0 0.58 94.2 82.2 136.5 0.77 114.4 94.2
6 39.0 0.17 54.7 33.6 37.7 0.20 55.9 35.7
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previous scenario. The noise source suffers same phenomena than
in the office scenario, since the scatterers have not been affected by
the presence of the new absorbing materials. This example allows
to observe how a variation of the reverberation time due to an
increase in the absorption coefficient of a scenario, while maintain-
ing the distribution of diffuse reflections, affects the overall detec-
tion results, in the sense that the relative frequency of the mode
increases.
5.4. Auditorium

The auditorium is a scenario with a medium reverberation time
(see Section 3.4) even having the biggest volume. This is mainly
due to the considerable amount of absorption caused by the mate-
rials used in this room. The obtained statistics for this room are
(a) (b)

(d) (e)

(g) (h)

(j) (k)

Fig. 6. Results obtained in lecture room scenario. Each subfigure contains the superimp
signal-to-noise ratio. The signal-to-noise ratio is 10 dB from (a) to (c), 20 dB from (d) to
(vertical line) is located at 30�, 60�, and 90� in the first, second and third column, respe
presented in Table 7. As can be seen for a SNR of 20 dB, the mode
value corresponded with the noise source position for PHAT, HT
and Roth methods, independently of the voice source position (ex-
cept for the Roth method in the case of 60�). Even for a SNR of
30 dB, the same phenomena occured for PHAT and HT when the
voice source was located at 30�. The difference between this case
and the previous scenarios should be noted. Previously, this phe-
nomena was significant only for lower SNRs, whereas it is now
considerable in most of the source position/SNR ratio combinations
evaluated. It is worthy to note, that for these cases, the relative fre-
quency of the mode increased as the SNR decreased, and the mean
value is nearer the noise position, indicating that methods are
treating the noise as another voice source. In contrast, the CC
method is the only one that estimates the voice source according
to its mode value, even with a SNR of 10 dB. It can be noted that,
(c)

(f)

(i)

(l)

osed histograms of the four methods given a location of the source of sound and a
(f), 30 dB from (g) to (i) and with ambient noise from (j) to (l). The source of sound
ctively. The noise source (vertical dashed line) is located at 145�.
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despite of being CC less robust to reverberation effects, it estimated
with more accuracy voice source positions mistaken by the other
methods, since the latter take the noise source as the localization
target.

Previously described effects on performance results of the
acoustical properties of this room are mainly due to the presence
of very few significant reflections – high absorbing walls, causing
highly correlated noise signals arriving to both microphones. In
order to assess the extent to which this noise was correlated, a
normalized cross-correlation was also obtained as in previous sce-
narios, reporting the highest value, with maxf�un1n2 ðsÞg ¼ 0:78.
This level of noise spatial correlation affected considerably PHAT,
Roth and HT methods since they assume noise has to be uncorre-
lated. Therefore, these methods detected the noise source as a
secondary voice source, causing an important source of
(a) (b)

(d) (e)

(g) (h)

(j) (k)

Fig. 7. Results obtained in office scenario. Each subfigure contains the superimposed hist
noise ratio. The signal-to-noise ratio is 10 dB from (a) to (c), 20 dB from (d) to (f), 30 dB fro
is located at 30�, 60�, and 90� in the first, second and third column, respectively. The no
inaccuracies. Under these conditions, the noise source was
detected clearly as another source with a higher influence in the
estimation results, since the noise was always emitting whereas
voice was not.

This is explained by the high absorption of the room, since the
reflected waves arrive highly attenuated and only the direct path of
the noise contributes. It has to be highlighted how, in this scenario,
the reverberation time is similar to the office; however, the absorb-
ing properties of the room are clearly different, providing different
results. This leads to conclude that not only reverberation time and
SNR should be considered in the validation of TDOA algorithms,
but also the overall absorbing/diffracting properties of boundaries
at the room. An alternative way to address this conclusion is
through the value of the relative frequency of the mode when
the mode points towards the noise source position. In conditions
(c)

(f)

(i)

(l)

ograms of the four methods given a location of the source of sound and a signal-to-
m (g) to (i) and with ambient noise from (j) to (l). The source of sound (vertical line)
ise source (vertical dashed line) is located at 135�.
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with a SNR of 10 dB, frequency values of the mode are much higher
than those obtained in the other scenarios. Indeed, they were very
close to the ideal value of 1.0, which clearly indicates the strong
detection at the precise direction of the noise source.

Comparing this scenario with the rest when the SNR is 10 dB, it
can be seen that these values are much higher, sometimes close to
the ideal value of 1.0, which clearly indicates the strong detection
at the precise direction of the noise source.

As a conclusion, the average absorption coefficient and diffusing
properties of walls have an important role in the accuracy of these
methods, even more than just taking into account the reverbera-
tion time. Therefore, when one sound source and one highly spatial
correlated noise are present in the room, clearly method CC is the
more advantageous algorithm in conditions of moderate SNR, since
(a) (b)

(d) (e)

(g) (h)

(j) (k)

Fig. 8. Results obtained in modified office scenario. Each subfigure contains the superim
signal-to-noise ratio. The signal-to-noise ratio is 10 dB from (a) to (c), 20 dB from (d) to
(vertical line) is located at 30�, 60� and 90� in the first, second and third column, respec
the other algorithms will estimate the noise source position as the
voice one.

5.5. General discussion

The experimental results described in the previous sections
about the behavior of TDOA methods in different real scenarios
have allowed characterizing these methods in terms of perfor-
mance and addressing the influence of acoustic features not typi-
cally analysed.

Previous studies have stated that the performance of these
methods is usually worse under conditions of low SNR. However,
the most important effect outlined by this study is that the influ-
ence of noise in the arrival direction estimation depends strongly
(c)

(f)

(i)

(l)

posed histograms of the four methods given a location of the source of sound and a
(f), 30 dB from (g) to (i) and with ambient noise from (j) to (l). The source of sound
tively. The noise source (vertical dashed line) is located at 135�.



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 9. Results obtained in auditorium scenario. Each subfigure contains the superimposed histograms of the four methods given a location of the source of sound and a
signal-to-noise ratio. The signal-to-noise ratio is 10 dB from (a) to (c), 20 dB from (d) to (f), 30 dB from (g) to (i) and with ambient noise from (j) to (l). The source of sound
(vertical line) is located at 30�, 60�, and 90� in the first, second and third column, respectively. The noise source (vertical dashed line) is located at 135�.
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on the features of the room under test. This analysis has also led to
conclude, that noise cannot be assumed uncorrelated in non-simu-
lated environments. In these scenarios, the correlation between
noise signals depends exclusively on the room characteristics.
Thus, the noise recorded at two microphones becomes more uncor-
related with an increase of the existence of scattering/reflecting
objects. In a general way, the results obtained in the different
experimental conditions have shown that the room features have
affected the level of noise correlation, which in turn, has affected
the overall performance estimation of these methods, as they are
based on the assumption of uncorrelation. This effect has been
characterized in terms of performance degradation. In particular,
the noise has influenced in a displacement of the mean value far
from the mode and an increase of the RMSE. Furthermore, the
mode has been shifted by the noise in low SNRs situations, which
affects negatively the estimation.

Furthermore, a higher probability has also been found for the
arrival directions associated to the noise source in scenarios with
higher absorption. Thus, as expected, a higher absorption increases
the level of correlation between the signals recorded at the two
microphones. In these conditions, TDOA methods analysis must
deal with a noise source as if it was an additional voice source,
being more negative its effect in conditions of low SNR. The results
obtained have also shown that the simple CC method with no
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weighting function, seems to be more suitable for scenarios where
noise cannot be assumed uncorrelated, although being more vul-
nerable to reverberance.

Usually, in the literature, TDOA methods that modify method
CC by introducing a weighting function have been proved to be
more accurate with high SNR and under low reverberation condi-
tions [3]. The study presented here has highlighted that noise fea-
tures and room acoustic characteristics should be considered to
establish this kind of assessment. Thus, the modification of the
noise due to the acoustic properties of the scenario should be con-
sidered before analysing its effect, because it can act as a source of
interest for the estimation method if the correlation is high
enough.

Multiple reflections in the environment lead to an increase of
the RMSE. Traditionally, this performance degradation of methods
has been associated to reverberation time. The comparison carried
out between two scenarios with very different reverberation times
– office and lecture room – has also shown this. The negative influ-
ence in the performance of TDOA methods has been very evident in
these scenarios. In particular, the comparison performed among
methods has highlighted method CC as the most vulnerable to
multiple reflections and PHAT as the least affected. As a step for-
ward, the comparison carried out between scenarios with similar
reverberation times but with different overall absorbing/diffusing
properties – i.e. office and auditorium – has also highlighted the
necessity of considering other acoustic properties of the scenarios.
In particular, the influence of absorbing/diffusing properties, mod-
ified by the number of scattering objects existing in the room, af-
fects performance by changing the correlation property between
the noise signals acquired in the microphones. Thus, in a scenario
with high diffusing materials, the sound captured by microphones
can be considered partially uncorrelated and therefore, methods
PHAT, Roth and HT estimate properly the voice direction if the
SNR is not low. In a scenario with a high spatial correlation of
the noise captured in the microphones, such as the auditorium,
CC is the most accurate method, since voice and noise are very cor-
related and the method detects the source with more energy level.

In general, weighting functions introduced in cross-correlation
algorithms make the methods more robust against the effect of
multiple reflections. However, if the number and energy of reflec-
tions increase, these methods become more inaccurate. Under low
and medium reverberation times PHAT, Roth and HT methods are
similar in their performance, being Roth slightly more robust
against correlated noise, while PHAT stands out under high rever-
beration times. Also, related to the detection accuracy, when the
sound source is placed in front of the microphones, all the methods
are more robust in the estimation, whereas the performance grad-
ually decreases as these angles approximate the axis that contains
both microphones (azimuth values of 0� and 180�).

To summarize, the average absorption coefficient and diffusing
properties of walls have an important role in the performance of
these methods, even higher than the influence of reverberation
time in presence of an external noise source.
6. Conclusion

Within the field of direction of arrival estimation, most of the
previous studies have just dealt with simulated and ideal scenar-
ios, such as empty rooms. Thus, conclusions have been outlined
without considering the overall effects associated with the reflec-
tion phenomena – specular or diffuse reflections – and, in many
cases, upon the assumption of idealized – uncorrelated – noise
sources. Due to this lack of generalized cross-correlation methods
or TDOA methods validation in adverse scenarios, one of the main
issues raised in this study has been the performance evaluation of
four TDOA methods for the localization of a voice sound in real sce-
narios acoustically characterized and under the presence of a con-
trolled noise source.

The experiments validate most of the conclusions already for-
mulated based on room acoustic simulations, regarding the depen-
dence of these methods performance on the reverberation time
and SNR. However, new conclusions can be formulated based on
the results obtained from real scenarios, highlighting the depen-
dence of the methods with the overall nature of reflections. The
spatial correlation of the noise at the measuring positions strongly
depends on the amount of specular or diffuse reflections occurring.
Thus, a scenario characterized for having a low number of diffuse
reflections may alter the nature of the noise captured at different
positions, by making it more correlated. The influence of the noise
nature in TDOA performance must then be considered, by address-
ing its degree of correlation, which is not related to reverberation
times but to the amount of diffusive reflections.

Regarding to the particular performance of algorithms, PHAT,
Roth and HT usually have been highlighted as the most accurate
methods for general purpose TDOA applications, even with high
reverberance and low signal-to-noise ratios. However, empirical
results presented here have also indicated that their performance
is strongly affected by the noise when the scenario is built with
high absorbing and poor diffusive materials. The empirical evalua-
tion has also outlined the better performance of method CC with
spatially correlated noise detected in two microphones, because
the other methods can estimate the noise as another voice source.
On the other hand, method CC is the weakest algorithm under con-
ditions of multiple and strong reflections, and methods PHAT, Roth
and HT show a similar performance for medium levels of reverber-
ation times. The main difference among these methods perfor-
mance arises for high values of reverberation, being PHAT the
most robust method when the signal-to-noise ratio is moderate,
validating previously published results, and Roth the most tolerant
to correlated noise when the SNR is low.

To conclude, the validation of TDOA algorithms are usually
based on signal-to-noise ratio and reverberation times. However,
the experiments of this study suggest that, for a better validation
of TDOA algorithms in realistic environments, an architectural
acoustic point of view should be considered, specifically consider-
ing the extent to which they alter the correlation properties of the
noise registered in the microphones. Clearly, the use of additional
acoustic parameters that have not been reported in the literature is
an interesting line of research. Future work should be focused on a
more detailed study on how the overall boundary conditions, i.e.
absorption and diffusion, have a decisive influence in the perfor-
mance of GCC methods, as well as the inclusion of other informa-
tion about the acoustical behaviors of the scenarios in the
evaluation of arrival estimation methods.
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Appendix A. Histograms

In this section the histograms representing the probability func-
tion fH(h) obtained for each scenario are depicted. Each subfigure
represents a single situation, where the sound source is placed at
a specific angle for a given SNR. The histograms of the four meth-
ods are superimposed. A vertical line represents the localization of



712 J.M. Perez-Lorenzo et al. / Applied Acoustics 73 (2012) 698–712
the voice source, while a vertical dashed line represents the local-
ization of the noise source (see Figs. 6–9).
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