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Recommender systems evaluate and filter the vast amount of information available on the
Web, so they can be used to assist users in the process of accessing to relevant information.
In the literature we can find countless approaches for generating personalized recommen-
dations and all of them make use of different users’ and/or items’ features. In this sense,
building accurate profiles plays an essential role in this context making the system’s suc-
cess depend to a large extent on the ability of the learned profiles to represent the user’s
preferences and needs. An ontology works very well to characterize the users profiles
involved in the process of generating recommendations. In this paper we develop an ontol-
ogy to characterize the trust between users using the fuzzy linguistic modeling, so that in
the recommendation generation process we do not take into account users with similar
ratings history but users in which each user can trust. We present our ontology and provide
a method to aggregate the trust information captured in the trust-ontology and to update
the user profiles based on the feedback.

� 2015 Elsevier Inc. All rights reserved.
1. Introduction

Nowadays we live in the so called Information Society, in which we are bombarded with a lot of information in all fronts
of our lives. This great amount of information introduces noise in the way we access to information, which makes difficult for
us to find relevant information and also affects the way we make decisions. For this reason, the Internet users increasingly
need fast and effective automated systems that assist them in an easy and effective manner to access to information relevant
for them according to their preferences or needs [33].

Recommender systems are examples of this kind of automated systems [10,28,53]. A recommender system attempts to dis-
cover information items (movies, music, books, research resources, images, web pages, papers, etc.) that are likely to be of
interest to the user. These tools separate relevant from irrelevant information and deliver it then to users who demand it,
which makes them very useful for commercial organizations too. Recommender systems are broadly used for knowledge
discovery and to provide personalized items in many activities as e-commerce, digital libraries, e-marketing and so on.
The delivery of personalized recommendations, requires the system to have some information available about every user,
such as the ratings provided by the users about the viewed or purchased items. This need for information introduces the
requirement for the system to maintain users’ profiles containing the users’ preferences or needs. Another aspect to take into
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consideration is which additional information is required by the system, and how this information is processed and managed
to generate a list of personalized recommendations. One of the mostly used method to generate recommendations is the col-
laborative approach [47] in which the recommendations to a particular user are based upon other users’ recommendations
with similar profiles, taking into account the ratings provided by those users.

One key disadvantage of this approach consists of the need for a lot of ratings to obtain a good performance, which is
usually difficult to achieve [42]. In fact, users typically provide just a few ratings, so the systems have difficulties to compute
the similarity between two users. Therefore, collaborative approaches tend to fail in generating recommendations since they
usually fail at obtaining groups of users with similar preferences. Thus, some improvements need to be introduced to over-
come this situation and one promising direction is to focus on trust, which plays a crucial role in on-line social networks
[17,55], so widespread and popular today. Trust networks are social networks in which users can assign trust scores to each
other. In fact people tend to rely upon recommendations received from trusted users, such as friends, more than those gen-
erated by automatic systems [51]. Although the recommendations provided by a recommender system might be more pre-
cise, users we trust could make more useful recommendations for us. In the literature, we can find some proposals about the
incorporation of trust models in recommendation systems [30,37,54,59]. In these systems, the recommendation engine uses
in one way or another the trusted network between users. A key aspect to obtain good results in the generated recommen-
dations is precisely storing the trusted network. For that reason, and because of the success they have demonstrated in simi-
lar scenarios, we propose to use ontologies as an efficient way to represent and exploit the information, especially trusted
network.

Ontologies are very suitable to model different aspect of the world we live in. In the last decade, ontologies have been
increasingly used within the field of recommender systems, allowing knowledge-based techniques to supplement classical
machine learning and statistical approaches [6,57]. Ontologies have been introduced in recommender systems with different
goals (see Section 2 for further details). In the collaborative approach, domain ontologies are mainly used to analyze the user
behavior according to this knowledge structure, building user profiles [34,50]. There are even proposals including fuzzy logic
in the ontological representations to allow for some uncertainty in them. For instance, fuzzy ontologies can be used to repre-
sent user profiles [8,16,27,40]. In the same way that fuzzy ontologies have been used to represent user profiles, we consider
them suitable for modeling the trust between users, extracted from a trusted network.

In this sense, our proposal relies on a combination of these approaches to improve the recommendation process, namely
trust networks along with trust propagation mechanisms, and user profiles based on ontologies. Our proposal is therefore, a
new recommender system whose main novelties are listed below:

� We define an ontology that represents the degree of trust between users based on the evaluations provided according to
their experiences. We are going to implement a multi-granular fuzzy linguistic modeling [32,36], to keep the maximum
flexibility to manage the information by representing the different concepts of the system with different linguistic label
sets.
� We use a domain ontology to establish the relationships between users and their preferences about the recommendation

subject.
� We present a method to estimate the trust score between two users, because the trusted network can be huge and most

users do not know each other.
� We propose a new recommendation approach in which the recommendations are taken from trustworthy users, i.e., we

do not consider users with similar ratings history but users in which each user can trust.

The rest of this paper is set out as follows: Section 2 contains background information about the basics of recommender
systems, the fuzzy linguistic modeling and the basics of ontologies. In Section 3 we present the new proposal. Section 4
addresses the validation of the system and in Section 5 we throw our conclusions based on the study findings.
2. Background

2.1. Basis of recommender systems

Recommender systems help users in the effective identification of items suiting their wishes, needs or preferences. They
have the effect of guiding the users in a personalized way to relevant or useful objects in a large space of possible options [9].
In a recommender system, the users’ preferences about research resources can be used to define user profiles that are applied
as filters to streams of documents. In this sense, building accurate profiles plays an essential role in this context making the
system’s success depend to a large extent on the ability of the learned profiles to represent the user’s preferences and needs.
Then, in order to generate personalized recommendations that are tailored to the user’s preferences or needs, recommender
systems must collect personal preference information, such as user’s history of purchase, items which were previously inter-
esting for the user, click-stream data, and demographic information. Two different ways to obtain information about user
preferences are distinguished [22], although many systems adopt a hybrid approach: the implicit approach is implemented
by inference from some kind of observation, and the explicit approach which interacts with the users by acquiring feedback
on information that is filtered.
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Another key aspect to consider when designing the system is the approach used to generate the recommendations. Taking
into account the knowledge source, different methods can be distinguished [10,19,22,41,44], mainly the Content-based
approach that generate the recommendations based on the characteristics used to represent the items and the ratings that
a user has given to them, and the Collaborative approach that generate recommendations using explicit or implicit prefer-
ences from many users, ignoring the items representation. Other proposed approaches are: Demographic, Knowledge-based
and Utility-based [10]. Each approach has certain advantages and, of course, disadvantages, depending on the scope settings.
One solution is to use a hybrid strategy combining different approaches in order to reduce the disadvantages of each one of
them and to exploit their benefits [4,10,12,15]. For this reason, in this paper we propose the use of a hybrid approach.

2.2. Fuzzy linguistic modeling

In some situations, the information cannot be precisely assessed in a quantitative manner but can be qualitatively eval-
uated. Very good results have been obtained by using Fuzzy Sets Theory to model qualitative information [58]. The two main
fuzzy methods for managing qualitative information are [3,23,31]: The classical linguistic approach, based on the use of
labels whose semantics is represented by means of fuzzy sets and their associated membership functions and the ordinal
linguistic approach, based on the use of labels whose semantics is established on an ordered structure.

2.2.1. The 2-tuple fuzzy linguistic approach
This model was introduced in [24] to avoid the loss of information that occurs when an approximation function (e.g.,

rounding operation) is used. Let S ¼ fs0; . . . ; sgg be a linguistic term set with odd cardinality, where the mid-term represents
an indifference value to which the remaining terms are symmetric. For instance, we could use the following set of terms with
7 labels: S ¼ fN;VL; L;M;H;VH; Pg, where s0 ¼ N ¼ None; s1 ¼ VL ¼ Very Low; s2 ¼ L ¼ Low; s3 ¼ M ¼ Medium; s4 ¼ H ¼
High; s5 ¼ VH ¼ Very High, and s6 ¼ P ¼ Perfect.

We assume that the semantics of labels is given by means of fuzzy subsets defined in the [0,1] interval, which are
described by their membership functions lsi

: ½0;1� ! ½0;1�, and we consider all terms distributed on a scale in which a total
order is defined, i.e., si 6 sj () i 6 j. We consider linear triangular membership functions to be adequate to capture the
vagueness of these linguistic assessments. This representation is achieved by three elements ða; b; cÞ, where a is the point
at which the membership is 1 and b and c are the left and right limits of the definition domain of the triangular membership
function.

Definition 1 [24]. Let S ¼ fs0; . . . ; sgg be a linguistic term set and b 2 ½0; g� a value representing the result of a symbolic
aggregation operation, then the 2-tuple that expresses the equivalent information to b is obtained with the following
function:
D : ½0; g��!S� ½�0:5; 0:5Þ ð1Þ

DðbÞ ¼ ðsi;aÞ;with
si i ¼ roundðbÞ
a ¼ b� i a 2 ½�:5; :5Þ

�
ð2Þ
where roundð�Þ is the usual rounding operation, si has the closest index label to ‘‘b’’ and ‘‘a’’ is the value of the symbolic trans-
lation. For all D there exists D�1, defined as D�1ðsi;aÞ ¼ iþ a.
Example. Let S ¼ fs0; s1; s2; s3; s4; s5; s6g be the linguistic term set, and let b ¼ 2:8 be the result of a symbolic aggregation
operation. The 2-tuple that expresses the equivalent information to b is DðbÞ ¼ Dð2:8Þ ¼ ðs3;�0:2Þ, because roundðbÞ ¼ 3
and b� i ¼ �0:2.

In order to establish the computational model negation, comparison and aggregation operators are defined. Using
functions D and D�1, any of the existing aggregation operators can be easily be extended for dealing with linguistic 2-tuples
without loss of information [24]. Some examples are the following:

Definition 2 (Arithmetic mean). Let x ¼ fðr1;a1Þ; . . . ; ðrn;anÞg be a set of linguistic 2-tuples, the 2-tuple arithmetic mean xe is
computed as:
xe½ðr1;a1Þ; . . . ; ðrn;anÞ� ¼ D
Xn

i¼1

1
n

D�1ðri;aiÞ
 !

¼ D
1
n

Xn

i¼1

bi

 !
: ð3Þ
Definition 3 (Weighted average operator). Let x ¼ fðr1;a1Þ; . . . ; ðrn;anÞg be a set of linguistic 2-tuples and W ¼ fw1; . . . ;wng
be their associated weights. The 2-tuple weighted average xw is:
xw½ðr1;a1Þ; . . . ; ðrn;anÞ� ¼ D

Pn
i¼1D

�1ðri;aiÞ �wiPn
i¼1wi

 !
¼ D

Pn
i¼1bi �wiPn

i¼1wi

� �
: ð4Þ



Fig. 1. Linguistic hierarchy of 3, 5 and 9 labels.
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Definition 4 (Linguistic Weighted Average Operator). Let x ¼ fðr1;a1Þ; . . . ; ðrn;anÞg be a set of linguistic 2-tuples and
W ¼ fðw1;aw

1 Þ; . . . ; ðwn;aw
n Þg be their linguistic 2-tuple associated weights. The 2-tuple linguistic weighted average xw

l is:
xw
l ½ððr1;a1Þ; ðw1;aw

1 ÞÞ . . . ððrn;anÞ; ðwn;aw
n ÞÞ� ¼ D

Pn
i¼1bi � bWiPn

i¼1bWi

 !
; ð5Þ
with bi ¼ D�1ðri;aiÞ and bWi
¼ D�1ðwi;aw

i Þ.
2.2.2. Linguistic hierarchies to model multi-granular linguistic information
When different experts have varied degrees of uncertainty in relation to a phenomenon, several linguistic term sets with a

different cardinality (granularity of uncertainty) are necessary. The use of different label sets to assess information is also
necessary when an expert has to evaluate different concepts. In these situations, we need tools to manage multi-granular
linguistic information [25,32,36].

Multi-granular fuzzy linguistic modeling based on a 2-tuple fuzzy linguistic approach and the concept of linguistic hier-
archy were proposed in [25]. A Linguistic Hierarchy, LH, is a set of levels l(t,n(t)), i.e., LH ¼

S
t lðt;nðtÞÞ, where each level t is a

linguistic term set with different granularity nðtÞ from the remaining levels of the hierarchy. A graphical example of a lin-
guistic hierarchy is shown in Fig. 1. Using this LH, the linguistic terms in each level are the following:

� S3 ¼ fa0 ¼ Null ¼ N; a1 ¼ Medium ¼ M; a2 ¼ Total ¼ Tg.
� S5 ¼ fb0 ¼ Null ¼ N; b1 ¼ Low ¼ L; b2 ¼ Medium ¼ M; b3 ¼ High ¼ H; b4 ¼ Total ¼ Tg.
� S9 ¼ fc0 ¼ Null ¼ N; c1 ¼ Very Low ¼ VL; c2 ¼ Low ¼ L; c3 ¼ More Less Low ¼ MLL; c4 ¼ Medium ¼ M; c5 ¼ More Less High
¼ MLH; c6 ¼ High ¼ H; c7 ¼ Very High ¼ VH; c8 ¼ Total ¼ Tg.

A family of transformation functions among labels from different levels was defined in [25] to combine multi-granular
linguistic information with no loss of information:

Definition 5. Let LH ¼
S

t lðt;nðtÞÞ be a linguistic hierarchy whose linguistic term sets are denoted as SnðtÞ ¼ fsnðtÞ
0 ; . . . ; snðtÞ

nðtÞ�1g.
The transformation function between a 2-tuple that belongs to level t and another 2-tuple in level t0 – t is defined as:
TFt
t0 : lðt;nðtÞÞ�!lðt0;nðt0ÞÞ ð6Þ

TFt
t0 ðs

nðtÞ
i ;anðtÞÞ ¼ D

D�1ðsnðtÞ
i ;anðtÞÞ � ðnðt0Þ � 1Þ

nðtÞ � 1

 !
ð7Þ
To define the computational model, a level is selected that makes the information uniform (e.g., the highest granularity
level), allowing use of the operators defined in the 2-tuple fuzzy linguistic approach.
2.3. Ontologies and their relationship with recommender systems

After the Ontology concept was first defined by philosophers to describe reality, several disciplines also interested in
information modeling such as Computer Science have redefined it [20,21,52]. One of the simpler and more recent visions



Fig. 2. Example of an ontology.
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of this concept is proposed by Agarwal [2] who states that an ontology is the manifestation of a shared understanding of a
domain that is agreed between a number of agents and such agreement facilitates accurate and effective communications of mean-
ing, which in turn leads to other benefits such as inter-operability, reuse and sharing [29]. This knowledge representation model
has appeared together with the Semantic Web [5], to provide a semantic structure and meaning to the unstructured data of
Web. Then, for example, meanwhile in XML or other specifications defines concepts like Egg and Muffin separately, in the
Semantic Web we know that a Muffin is made of Egg.

In Fig. 2, we can see a brief example of an ontology about movies. As we can see, an ontology is defined by classes such
as: Categories, Persons, Actors, and Films. These classes are defined by datatype properties (similar to attributes in data-
bases), i.e. year, title or duration of a film, and object properties which are used to stablish relationships between classes,
i.e. has_genre, has_starring, etc. There are instances, which represent that an element is a type_of a class, like Birdman
which is a Film. Constrains play an important role, in order to stablish restrictions such as: cardinality (number of values
of a property), value constraints, if a property is transitive, functional, etc. Finally, axioms allows to infer knowledge from
an ontology which has not explicitly modeled or which has not been discovered yet. There are some reasoners like Racer,
Pellet or Fact++.

Thanks to their popular use, nowadays we can find many services, methodologies and languages related to ontologies
[18,29], and what is more important, there are many repositories of ontologies available to users.1

Ontologies have been playing a relevant role in recommender systems. They are being widely used both at content-based
and to represent the user profiles because they provide a common vocabulary with terms interrelated semantically [50].
Those content-based recommender systems that use ontologies have been called Ontology-based recommender systems
[45] and they use ontologies to complement other methods for representing the system knowledge. There are recommender
systems that use ontologies to expand the user interests in the items which are identified in the ontology. In general, most of
the developed recommender systems proposals that involve domain ontologies use them to measure the preferences of
users to the items of the content [35,50,12,49]. Other proposal, such as Blanco-Fernández et al.’s [7] uses ontologies in a
hybrid approach where not only all kind of relationships are included but also ontology inference is performed to recom-
mend tourist routes. A good study about the use of ontologies in content-based and hybrid recommender systems can be
found in Ruotsal, dissertation [46].

The use of Fuzzy Ontologies in recommender systems is shaping as an important research topic. A Fuzzy Ontology, in a
non-formal definition can be considered as a set of concepts (classes), relationships and axioms where each relation is mea-
sured with an uncertainly degree. We can find some formal definitions of a fuzzy ontology, fuzzy relationships and fuzzy
inference process in [11,8]. There are many argues in the literature about the definition of fuzzy ontologies which consider
that real world applications or knowledge include imprecision and vagueness. Despite this, there are alternative approaches,
that combines fuzzy logic and ontology modeling techniques to develop recommender systems [13] which recommend per-
sonalized recipes to patients using a domain recipe ontology and fuzzy logic as a guide to infer recommendations. In this
proposal we also deal with fuzzy knowledge in the ontology.
1 http://www.w3.org/wiki/Ontology_repositories.

http://www.w3.org/wiki/Ontology_repositories
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2.4. Trust networks

Trust plays an essential role in many online social networks. An example is Epinions,2 suggesting recommendations about
product reviews written by reliable (trusted) users. Trust networks are social networks in which users can explicitly assign trust
scores to rate other users, i.e., the users can express their level of trust in another users. But in the actual information society,
trust networks are usually very large and therefore a lot of users do not even know the vast majority of other users. For this
reason, we need to use a method to estimate the trust degree between two users. The idea is to search for a path between
the two users and propagate the trust degrees found along the path. But usually, we can find several paths between two users,
so we may select the most relevant and aggregate (using the corresponding operators) the propagated trust degrees into the
trust degree estimation. Due to computational complexity and/or in order to eliminate less informative paths or to select the
most relevant paths, an upper path length limit is typically imposed. It is called horizon, H, and typical values for H are 2 or 3.

To aggregate the propagated trust degrees of the paths found there are several alternatives [54]. Some of them are based
in Ordered Weighted Average (OWA) operators [56]. To overcome the problems of the majority guided OWA operators, in
[39] the authors propose a majority guided induced OWA (IOWA) operator [14]. In this case, the reordering of the set of val-
ues to be aggregated is not induced by themselves (like in OWA operator) but this reordering is induced by means of a
variable.

Using this operator in [26] is defined a majority guided linguistic IOWA operator, MLIOWA, that we adopt in our system,
because it allows us to work with linguistic information and overcome the previous problem with the majority guided. It is
defined according to the following expression:
2 http
UQ ððu1;p1Þ; . . . ; ðun;pnÞÞ ¼ sk 2 S ð8Þ

with k ¼ round
Xn

i¼1

wi � indðprðiÞÞ
 !
such that:

� ðurðiÞ; prðiÞÞ is the pair with urðiÞ the i-th lowest value in the set u1; . . . ;un.
� ui ¼ supi, where supi is the overall support of value pi, obtained as:
supi ¼
Xn

j¼1

supijjsupij ¼
1 if jindðpiÞ � indðpjÞj < a
0 otherwise

�

with a 2 f0;1; . . . ; sg and supij a binary support function that expresses the support from pj for pi or the similarity
between both values.
� indðsiÞ ¼ i.
� Q is a linguistic quantifier representing the concept of fuzzy majority in the aggregation. It is used to compute the weight-

ing vector W ¼ ðw1; . . . ;wnÞ, such that 8i 2 1; . . . ;n;wi in½0;1�;
Pn

i¼1 ¼ 1, and:
wi ¼ Q
suprðiÞ

n

� ��Xn

j¼1

Q
suprðjÞ

n

� �

with QðsuprðiÞ=nÞ denoting the degree to which prðiÞ represents the majority.

With respect to the variable inducing the reordering of the set of values to be aggregated, the importance degree of a par-
ticular topic is usually chosen, because there are topics more important than others. However, in a trust network we work
with information about reliability, so that we use as variable inducing the reordering the average global trust of all users of
each of the founded path. To compute the global trust of a user we use PageRank [38] because is one of the most widely used
global trust metric.

3. A new recommender system based on trust and ontologies

In this section we present the new model of recommender systems based on trust and ontologies, designed using a
multi-granular linguistic modeling. We work with a multi-granular fuzzy linguistic approach [25], in order to allow for
higher flexibility in the communication processes of the system. Different label sets ðS1; S2; . . .Þ are used to represent the
different concepts required for the system operation. These label sets, Si, are selected from among those that compose a
LH, i.e., Si 2 LH. The number of different label sets used is limited by the number of LH levels. In many cases, therefore,
the label sets Si and Sj can be associated with the same LH label set but with different interpretations according to the
concept to be modeled. The different concepts assessed in the system are the following:
://www.epinions.com.

http://www.epinions.com
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Fig. 3. Ontology for representing users reliability.
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� Degree of trust of a user relative to another, which is labelled in S1.
� Membership degree of item scope with respect to each category used in the domain ontology, which is labelled in S2.
� Predicted degree of relevance of item for an user, which is labelled in S3.
� Degree of satisfaction with a recommended item expressed by an user, which is labelled in S4.

Following the LH depicted in Fig. 1, level 2 (5 labels) is used to represent the degrees of trust, membership and satisfaction
(S1 ¼ S5; S2 ¼ S5 and S4 ¼ S5) and level 3 (9 labels) is used to represent the predicted relevance degrees (S4 ¼ S9). As the
degrees of trust, membership and satisfaction are provided initially by the users, we use a set of 5 labels to facilitate them
the characterization of resource items or user interest topics. On the other hand, as the predicted relevance degrees are com-
puted automatically by the system we use the set of 9 labels which presents an adequate granularity level to represent the
results. Using this LH, the linguistic terms in each level are the following ones:

� S5 ¼ fb0 ¼ None ¼ N; b1 ¼ Low ¼ L; b2 ¼ Medium ¼ M; b3 ¼ High ¼ H; b4 ¼ Total ¼ Tg.
� S9 ¼ fc0 ¼ None ¼ N; c1 ¼ Very Low ¼ VL; c2 ¼ Low ¼ L; c3 ¼ More Less Low ¼ MLL; c4 ¼ Medium ¼ M;

c5 ¼ More Less High ¼ MLH; c6 ¼ High ¼ H; c7 ¼ Very High ¼ VH; c8 ¼ Total ¼ Tg.

The system uses this information to produce new recommendations that better suits the user preferences. In the follow-
ing subsections all components are described in detail.
3.1. Knowledge base representation using ontologies

The concepts of trust, membership, predicted relevance and satisfaction, together with users, items and contextual infor-
mation constitute the knowledge base of our proposal. The system architecture consists of the following elements:

� On2Trust: an ontology that models the trust between users. In this ontology we manage fuzzy data by defining fuzzy
properties and classes explicitly.
� Domain ontology: the ontology that classifies semantically the system items. This ontology allows to establish the

relationship between users and the items.
� Database: an ordinary database where the ontology and data are stored. Ontologies represent the system semantic struc-

ture whereas data is stored in databases to preserve the system performance.
� Recommendation engine represents the computing process that classifies information in the ontology and generates

recommendations. It is widely described in Section 3.2.



Fig. 4. Ordinary domain ontology.
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3.1.1. On2Trust: Trust network ontology
On2Trust is an ontology that holds users in the system according with their degree of trust. This concept is modeled in the

ontology as an object property, whose existence represents the reliability relationship between two users. This property has
an asymmetric value, because the reliability degree of one user to with respect to another particular user does not imply the
opposite meaning. Values of this concept are represented using the level S1 of the LH, i.e., we use 5 labels (S5). In the ontology,
these properties have been called None_Reliable, Low_Reliable, Medium_Reliable, High_Reliable and Total_Reliable.

In Fig. 3 we can see an example of behavior of the On2Trust ontology. In this figure, users are represented in a gray rec-
tangle, and these ontology instances are classified. Users convey their trust to other users using the labels previously
described as trust object properties. The direction of the property is also included in the figure. For example, we can see
how Laura has a Medium trust in John and Mary has High trust in Laura.
3.1.2. Domain ontology
A domain ontology is included in the system to keep the items semantically organized. This ontology can be a ‘‘light

weight’’ one because we only require a simply categorization of the items. In Fig. 4, we show an example of generic ontology
that satisfies this simply classification of terms and instances. In this ontology, we represent items as instances of a generic
class, whose characterization would depend of the particular problem. The items establish a relationship with the domain
ontology using a predefined object property that represents the concept of membership degree, assessed in S2 (with 5 labels)
which is defined in the ontology as MD_None, MD_Low, MD_Medium, MD_High and MD_Total.
3.1.3. Knowledge base: Domain and On2Trust ontologies
Domain and On2Trust ontologies are used together to establish the relationship between users and items in order to

represent the degree of satisfaction and predicted degree of relevance. The former is explicitly defined by an user and stored
in the ontology using these properties: None_Satisfaction, Low_Satisfaction, Medium_Satisfaction, High_Satisfaction and
Total_Satisfaction. The later is described in Section 3.2 and refreshed each time the system computes the recommendations,
using these properties: None_Predicted_Relevance, Very_Low_Predicted_Relevance, Low_Predicted_Relevance, More_Less_Low_
Predicted_Relevance, Medium_Predicted_Relevance, More_Less_High_Predicted_Relevance, High_Predicted_Relevance, Very_High_
Predicted_Relevance and Total_Predicted_Relevance.

An example about how the information is represented using both ontologies, is shown in Fig. 5. Here, each pair item-user
is related using two properties, the degree of satisfaction and the predicted degree of relevance. For example, Item 2 has Low
Satisfaction to Mary but the recommendation engine predicts that it would have a Medium Relevance for her.

As described in the previous sections, fuzziness in this ontology has been modeled as object properties. This way of mod-
eling responds to efficiency reasons due to the recommendations calculation process results are categorized for each concept
using the specifications of a LH in the answer, which are defined in the first part of Section 3. The ontology only keeps the
information semantically stored.



...
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Fig. 5. Complete vision of the system ontologies: On2Trust and domain ontology.
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3.2. Recommendation approach

To generate the recommendations, we need to infer knowledge from the ontologies presented in the previous subsection.
In this manner our recommendation approach does not take into account the users similarities, but the knowledge gained
from the ontologies On2Trust. That is, we exploit trust information obtained from On2Trust. The users explicitly express trust
degrees to other users, and this knowledge is organized in On2Trust. However, a large number of users have not supplied the
trust degrees to many other users. Therefore, to generate recommendations, we need a method to estimate the trust degree
between users. Then, to estimate the level in which a user u trust in other user v ; su;v , we aggregate the propagated trust
degrees by all paths found, applying the MLIOWA operator in this manner (see Section 2.4):
su;v ¼ UQ ððATu;v
1 ; tu;v

1 Þ; . . . ; ðATu;v
n ; tu;v

n ÞÞ ð9Þ
where ATu;v
i is the average global trust of all users found in the path i between u and v; tu;v

i is the propagated trust in that
path between the two users and according to the majority represented by the fuzzy linguistic quantifier Q. To apply this
operator we follow the configuration established in [26], i.e., we assume that the linguistic quantifier Q1 ¼ mostof defined
by the parameters ð0:3;0:8Þ and a ¼ 1. In that paper a working example is available.

As we mentioned at the beginning of this section, users similarities are not taken into account in our model, i.e., in the
procedure to estimate the rating a user is going to give to an unknown item, similarities are replaced by the values of trust.
These values are explicitly supplied by the users or estimated with the described procedure. So, if we wish to estimate (if no
evaluation is stored yet) or upgrade the relevance of a item i for a user u:

1. Identify the set of trusted users of u; Cu. To do that, we estimate the trust between u and all other users (see Eq. (9)) tak-
ing into account the selected horizon, i.e. su;v 8v 2 ! with v – u and ! the set of users. As S1 ¼ S5, we consider that the
user v is a trusted user of u if su;v > ðs5

2;0Þ, i.e., if the linguistic similarity degree is higher than the mid linguistic label.
2. To recovery the assessments provided by the trusted users of u over the item i, i.e., the linguistic satisfaction assessments

satðy; iÞ 2 S4; 8y 2 Cu.
3. The item i is recommended to u with a predicted relevance degree prelðu; iÞ 2 S3 � ½�0:5;0:5� which is calculated as

follows:
prelðu; iÞ ¼ xw
l ððTFS5

S4
ðsatðy1; iÞ; 0Þ; TFS1

S4
ðsu;y1

ÞÞ; . . . ; ðTFS5
S4
ðsatðyn; iÞ;0Þ; TFS1

S4
ðsu;yn

ÞÞÞ; ð10Þ

where y1; . . . ; yn 2 Cu; xw
l is the linguistic weighted average operator (see Definition 4) and TFt

t0 is the transformation func-
tion between a 2-tuple that belongs to level t and another 2-tuple in level t0 – t (Definition 5).

Finally, when users have received the recommended items, they are asked to assess the relevance of these recommenda-
tions in order to update their profiles. Users communicate their linguistic evaluation judgements to the system, rc 2 S4, indi-
cating their satisfaction with the recommendations (higher values of rc = greater satisfaction). This information is updated in
the ontology to be taken into account in future recommendations.

3.3. Overview of system operation

To operate with the proposed system, we have used the widely known MovieLens database [1] which has been extended
to include data about user trust. The structure of our database is shown in Fig. 6 and consists of the following information:

� A description of films and their categories obtained from MovieLens.
� A description of users inserted into the system.
Fig. 6. Entity relationship diagram of the extended MovieLen database.



Fig. 7. Movie ontology (only genre classification).

112 C. Martinez-Cruz et al. / Information Sciences 311 (2015) 102–118
� A set of ratings of a film by an user, obtained from MovieLens and the feedback of the users. In this manner, we avoid the
cold-star problem. However, if we implemented the system without MovieLens information, we would need other tech-
nique to solve this problem, such as initially adopted the content-based approach [28] until a enough number of ratings is
available.
� Information about reliability among users. Notice that trust has been included in the database randomly due to this data-

base extension has been created explicitly to test this proposal. In a real situation, to start working the system requires
that users provide some trust degrees in others. For this reason, when the users are inserted into the system, they must
provide explicitly at least five degrees of trust in other users.

This database is used as the storage back-end of the ontology, where recommendation system data is organized seman-
tically. To do that, we have used the OWL API3 (OWLDB), a framework that implements the management of OWL ontologies.
Besides, we have used MovieOntology4 (see Fig. 7) to establish a correspondence between classes in the ontology and database
genres. Then, the ontology extends the initial number of genres to 27, allowing to increase the vocabulary of our system and the
connections among items thanks to ontology relationships.

The process consists of the stages shown in Fig. 8. Initially, the ontology is populated and data is exported to a relational
database. This population is performed from different data sources. Users are defined in the On2Trust ontology and initial
user trust relationships are defined in it, items are categorized by genre in the domain ontology and each user-item pair with
satisfaction information is represented linking both ontologies. Once the recommendation process starts, users get out of the
Unclassified Users class and trust relationships are established between every user. The reliability relationship between two
users are calculated following the method described in 3.2. When this process ends the system obtains a prediction about the
relevance degree that a user will assign to a item. All this information is also represented in the ontology.
4. Experiments and evaluation of the system

In this section we present experiments we have conducted to evaluate the performance of the proposed system. In the
domain of recommender systems, the evaluation of different approaches is carried out according to two types of tests,
on-line and off-line tests. On-line tests require the system to be fully operative to gather a vast amount of data, which makes
this kind of validation very time consuming and cost intensive. Therefore, the majority of the recommender systems in the
research domain are validated with off-line tests, where a predefined set of data is employed. This led us to adopt the off-line
tests approach. In the subsequent sections we describe each and every test performed and discuss the results obtained in
each case.
3 OWL API is a framework that manages OWL ontologies developed by Manchester University: http://owlapi.sourceforge.net/.
4 http://www.movieontology.org/.

http://owlapi.sourceforge.net/
http://www.movieontology.org/


Fig. 8. Overview of system operation.
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4.1. Dataset

To perform these experiments we have used a variation of the Epinions dataset5 [30]. In our case we could not use the
MovieLens dataset because it does not contain information about trust between users, and the modified dataset used in
Section 3.3 contains information about trust but randomly generated and that is not significant. The Epinions dataset was col-
lected by Paolo Massa in a 5 week crawl (November/December 2003) from the Epinions.com Web site. The dataset contains the
following information: 49,290 users who rated a total of 139,738 different items at least once, writing 664,824 reviews; the total
number of issued trust statements is 487,181. Users and items are represented by anonymized numeric identifiers. We have
used the ratings data and trust data files. The former has the following format huserID itemID ratingValuei. The second has
the format hsourceUserID targetUserID trustStatementValuei.

In order to get a better understanding about the data set we are going to use for the evaluation, we extracted some back-
ground information. In the histogram represented on the left side of Fig. 9, we can see that the vast majority of the users have
rather a small amount of links. To understand the rating behavior, we also produced a histogram (see the right side of Fig. 9):
for the users who rated items, higher ratings are predominant (especially 4 and 5), whereas lower ratings are pretty uncom-
mon (1 and 2). Finally, we combined both histograms first segmenting the users set according to the number of links they
have and then analyzing the distribution of ratings for each segment (see Fig. 10); as we can see, user with a larger number of
links to other users (> 20) give higher rankings in comparison to users with an average number of links.

Due to performance reasons, for the execution of the experiments we have slightly modified the original dataset. We have
taken a reduced Epinion dataset containing a sample of the first 1000 users and 2000 items. The ratings subset for this
reduced subset still contains 7841 ratings and 52,548 trust statement values. The modified data set is loaded into the ontol-
ogy, as we have explained previously, to enable the experimentation according to the proposed approach.
4.2. Experiments description

To develop the experiments we implemented the approach proposed in this paper, considering H ¼ 2; H ¼ 3 and H ¼ 4
(called Trust-H2, Trust-H3 and Trust-H4). In terms of algorithmic complexity our approach is exponential, although we have cho-
sen a multi-threaded solution that significantly reduces execution times. In order to compare the results with other techniques,
we have implemented a set of collaborative approaches, the most commonly used in recommendation systems. In that case,
instead of generating the recommendations just by considering the users’ trust extracted from On2Trust, these approaches take
into consideration the similarity of their ratings. Unlike our suggested ontology proposed to facilitate knowledge representa-
tion on trust between users, collaborative approaches cannot use On2Trust. We implemented both item-based and user-based
approaches [10] with different configurations. We have also analyzed the impact of having a different number of neighbors on
the similarity computation, achieved by using different values for the variable K, which represents the most similar k-users.
Specifically, we used following values for K : 10; 20 and 50. In addition, we combined these values with two different similarity
metrics, such as Cosine and Pearson. We name Col-It- or Col-Us- the algorithms item and user based respectively; likewise we
added to the algorithm name the suffixes Cs or Ps for Cosine or Pearson metrics; the last suffix corresponds to the number of
neighbors (K10; K20 or K50). It might well be considered that these approaches have a linear complexity.
5 http://www.trustlet.org/wiki/Epinions.

http://www.trustlet.org/wiki/Epinions


Fig. 11. MAE and Coverage obtained with differents configurations of collaborative approach.

Fig. 9. Histogram showing the amount of links per user (left) and item ratings (right) in the Epinion data set.

Fig. 10. Ratings distribution for the users grouped by the number of links to other users in the Epinion data set.
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Fig. 12. MAE and Coverage obtained with our suggested approach for differents horizons.
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Once the aforementioned data set has been configured and adapted to our platform, and the different approaches to com-
pare have been implemented, we carried out a cross-validation process [43]. We took the original data set and partitioned it
into two subsets, one for training and the other one for validation. For designing our experiments, we partitioned the data set
into a training set with 80% of the data and a validation set with the additional 20%. Thus, we first performed the analysis on
the training set and then we tested against the validation set, in both cases using the ontology. In order to minimize the bias
introduce by the way of choosing these training and validation subsets, the process is performed several times but with dif-
ferent partitions. It is called k-fold cross validation, because the original set is randomly divided into k partitions, and the pro-
cess is run k times, so that each partition is used at least once as a test set. In each iteration, the partition to be used as the
test set is taken to determine the error of our model and the additional k� 1 partitions are used as train set. As part of the
Fig. 13. Comparison of MAE and coverage between On2trust and the other schemes.
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process, the average error per iteration is computed, which helps us understanding the deviation from the predictions gen-
erated by the model and the expected real values. Typically k is chosen to be 4, 5 or 10. For our validation we also relied on a
standard value and took the value k ¼ 5.

The purpose of carrying out this cross validation is obtaining a value to measure the accuracy of the different algorithms
for predicting ratings and therefore having a metric to compare their performance. To measure the accuracy, we adopted the
Mean Absolute Error (MAE), which is typically used in the evaluation of recommender systems [48] and whose purpose is to
quantify the degree of accuracy for the predictions generated by the recommender system vs. the real value created by the

users. It is computed as follows: MAE ¼
Pn

i¼1
jpi�ri j

n , where r represents the set of ratings generated by the users and p the pre-
dicted ones by the system. The lower the MAE, the more we can trust the predictions generated by the recommender system.

On the other hand, we also analyzed the coverage achieved with each approach [48]. This measure refers to the proportion
of ratings of the validation set the system can generate a prediction for.

To complete our experiments, we studied the performance and coverage of different configurations on different portions
of the input data, classifying users and items into different types [30]. The users are classified in these types: cold start users
who provided from 1 to 4 ratings, heavy raters who provided more than 10 ratings, opinionated users who provided more than
4 ratings and whose standard deviation is greater than 1.5, black sheep users who provided more than 4 ratings and for which
the average distance of their rating on corresponding item with respect to mean rating of the item is greater than 1. The
items are classified in: niche items which received less than 5 ratings and controversial items which received ratings whose
standard deviation is greater than 1.5.

4.3. Experiments results

First, we focus on collaborative approaches. Fig. 11 shows respectively the MAE and coverage for cosine/Pearson similar-
ity measure for item-based and users-based collaborative approaches for the different user groups. The MAE obtained is
similar for all combinations (except for small differences), but the coverage is better with the user-based collaborative
approach. In both cases, the higher the number of neighbors, the better the results, especially in coverage.

Now we analyze the results obtained with our approach based on trust and ontologies. Fig. 12 shows respectively the
MAE and coverage obtained with our proposal for different horizons. These figures show that a higher horizon value does
not guarantee better results in MAE terms (in fact, the better MAE is obtained with h ¼ 3), but in coverage. Moreover, a
higher horizon value penalizes the time to results as it implies much higher execution time.

To closure up the system evaluation, we present the comparison of our proposal with the different recommendation
approaches analyzed. Fig. 13 show the results of this comparison: on the left side the result with all the groups of users
are presented, while the right side shows the results for all users, not classified. We can see that the better MAE is obtained
with item-based collaborative implementation for cold users, but only for very specific situations. However, in general terms,
we see that On2trust clearly outperforms the other approaches; specifically, we have achieved an improvement of 2.42%.
Beyond that achieved improvement in MAE, the best results of our proposal manifest in terms of coverage. In Fig. 13 clearly
see to which extent the coverage obtained with our proposal outperforms the other methods.

5. Concluding remarks

In this paper, we have presented a recommender system incorporating ontologies to improve the representation of user
profiles. We have developed On2Trust, an ontology to efficiently characterize the trust network between users, using the
fuzzy linguistic modeling to facilitate the representation of different concepts. The system also incorporates a domain ontol-
ogy to represent the relationships between users and their preferences about the items.

The main idea of our new recommendation approach consists of not taking into account users with similar ratings history
in the recommendation generation process, but rather trustworthy users – or the ones each user particularly can trust. To
achieve this, we have proposed a method to estimate the trust score between a pair of users. This method finds all possible
paths between the two users, exploring On2Trust. Finally, it aggregates the trust information represented in the most rele-
vant paths found between the pair of users.

To evaluate the performance of our system, we have developed several experiments based on off-line tests. Specifically,
we have compared different configurations of the system parameters, and we also compare the new recommendation
approach with the collaborative ones. The obtained results reveals an improvement over previous proposals.

Further research is warranted to explore other techniques to improve the recommendation approach. For instance, auto-
matic techniques to establish the user profiles in a more efficient manner could be analyzed. Other proposal might be to
focus on applying specific measures of the social networks analysis, exploiting the information represented in the developed
ontologies, incorporating these measures into a new recommendation approach.
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