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Available online 28 May 2020 therefore there is no previous information about them. There are many proposals in the lit-

erature that aim to deal with this issue. In some cases the user is required to provide some
explicit information about them, which demands some effort on their part. Because of that
and due to the great boom of social networks, we will focus on extracting implicit informa-
tion from user’s social stream. In this paper we will present an approach on which social
media data will be used to create a behavioural profile to classify the users and based on
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Decision tree classifier this classification will create predictions making use of machine learning techniques such
Random forest as classification trees and random forests. Thus the user will not have to provide actively

any kind of data explicitly but their social media source, alleviating in this way the cold
start problem since the system would use this data in order to create user profiles, which
will be the input for the engine of the recommender systems. We have carried out numer-
ous experiments, as well as a comparison with some other state-of-the-art new user cold-
start algorithms, obtaining very satisfactory results.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

As years go by the amount of content that we can find in the Internet is exponentially growing. This enables users to find
any type of content. Nevertheless it also adds another implicit problem: the difficulty to find relevant items for a determined
user [14]. The more content we have, the more arduous is to spot the relevant items for the users out of the total amount of
content. Recommender systems palliate this problem by helping us making decisions or finding what we are looking for [5].
Recommender systems automate the process of recommendation that we follow in our daily life, by asking for opinion to
other users [10,26].

In order to accomplish that, these systems utilize previous behaviours and analogies between users to predict new
demands or preferences. Recommender systems have been implemented in numerous fields, mainly e-commerce
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[9,12,36], but also in many others, such as university digital libraries [37,40,41], or in educational field [17]. In fact, these
systems have a crucial role in highly rated Web sites, such as Amazon,' YouTube,” Netflix,? Tripadvisor,* Last.fm® or IMDb®
[12].

Many recommendation proposals utilize data provided by the user in order to be able to recommend items or products to
them. This data could be acquired either in a explicit (e.g. by directly rating a product) or implicit way (e.g. by establishing a
connection with another user). However, when a user first joins a site, they have not yet expressed their interest about any
product: they do not have any ratings history. Due to these circumstances it is hard to infer what the users are going to like
when they start on a site. The problem is referred to as the cold-start problem [4,18,48]. Another case of cold-start problem
would be when a new product is released and therefore there are no data for this product since no one could yet rate it. These
problems are known as new user cold-start problem and new item cold-start problem. As an example of the new item cold-
start problem, we could imagine a web site which provides streaming media and video-on-demand. This site lacks of any
data from the user that just joined and they do not have any hint on what such users may like. Therefore it can not be estab-
lished whether certain movie is suited to be recommended for the user or not. These kind of sites are aware of these issues
and in order to address them, they often offer to the users the opportunity to make a voting tour in where they are asked to
rate a couple of items before the site can recommend others to them. Other sites tend to ask users to give some info about
them, such as interests or hobbies [33].

One drawback from these methods is that they require some explicit action from the user and they tend to be reluctant to
make these movie rate tours or give more info about them. Nowadays there are a vast amount of different movie streaming
services such as Netflix, Movistar, HBO, Filmin, Sky, or Watchever, and it would be a very laborious task for the users to make
these rate tours or filling up the extra info about them every time they are trying a new service. These services often offer a
free trial first month of service and therefore the time the user arrived is the most crucial time since user will not stay if the
do not like the service offering. Thus it is even more decisive for them to show to the user relevant content that the user
would like to see as soon as possible convincing them to stay.

Despite of the reticence from users in general to fill up data forms and to make these rating tours in that kind of situation,
there are other contexts where these users can actively provide more information about their likes, tastes and behaviours.
We refer here indeed to the social media systems [2,46]. Nowadays users leave in microblogs and social media systems a
huge amount of information about their interest expressing their tastes and opinions [3,42,46]. Social media systems are
in general an environment where users tend to express themselves in a broad way leaving an enormous digital footprint that
could be converted in valuable information [1]. Due to the ever-growing usage of social media and microblogs, used for keep-
ing in touch with people as well as for expressing their opinion about very different topics, a vast amount of information
could be extracted and converted into useful knowledge in order to integrate them into a recommender system and generate
better estimates [18,26,42,49]. Therefore, this user’s social content could be used and processed with the purpose of elabo-
rating a user’s profile that could help the decision making process [1,3]. This procedure reduces significantly the users’ inter-
action since we do not require much of actively action from them which eases the required flow previous to the
recommendation process.

In this paper, our main target is to create a behavioural profile leveraging these implicit data extracted from the user’s
social stream [18,27,28] which would be determined by a collection of features depicting their preferences, tastes and char-
acter. We have corroborated that in previous proposals those approaches have worked satisfactorily [35,39]. However our
proposal provides the novelty of being able to bring those topics to the practical area since we provide a data set merging
two data sources and matching them together in order to be able to bind the social stream data with the rating data. After
having a behavioural mapping for the users, the different attributes from their profiles will be used to establish a classifica-
tion matching the behavioural profiles with the target attribute, which is the user’s rating for a determined item. A prediction
model will be created for every item from the catalogue in order to predict whether such item should be recommended to a
determined user or not. Concretely, the concept is to extract information provided on the most well-known and used micro-
blog system, i.e., Twitter’ and use this knowledge in the recommendation scheme, an integration that is giving increasingly
better results [11,24,42]. Then this knowledge is linked with some rating data in order to create the models.

However, the amount of information we have to deal with in this type of processes is so massive that it is necessary to
resort to more advanced additional techniques that could help us to obtain useful knowledge. Therein we propose to inte-
grate in this process some machine learning techniques, since they are the techniques that recently have been utilized with
most success in recommendation systems [28,30,31]. To assist the processing of massive data, we will adopt Big Data tools in
order to give better recommendations [27]. Specifically we propose to use Apache Spark® which is a fast and general engine
for large-scale data processing that offers a broad diversity of machine learning algorithms. Our approach will be based on the

http://www.amazon.es/.
www.youtube.com/.
www.netflix.com/.
www.tripadvisor.es/.
www.lastfm.es/.
www.imdb.com/.
https://twitter.com/.
https://spark.apache.org/.

® N d U A W N =


http://www.amazon.es/
http://www.youtube.com/
http://www.netflix.com/
http://www.tripadvisor.es/
http://www.lastfm.es/
http://www.imdb.com/
https://twitter.com/
https://spark.apache.org/

158 J. Herce-Zelaya et al. / Information Sciences 536 (2020) 156-170

use of decision trees and random decision forests that will assist us for the classification of the users according to their profiles,
allowing us to obtain significantly better recommendations [22].

Then, the starting point of our proposal is a model to process the social stream for every single user [15,16,28]. From this
stream we will extract some features creating the so called Twitter Profile which defines the behaviour of the users of the
social media site. Then this Twitter profile is utilized to classify the users in relation with the actual rating of every item
(which would be the target), with the assist of decision trees (either single decision tree or random forest). After this clas-
sification process we will select the items which are predicted to be recommended for the user with the highest probability.
We have developed the proposed model and, to check the functionality of the system, we have applied it in the movies rec-
ommendation field [11]. We have selected the field of movies because the data is more accessible and it is a topic in which an
extensive amount of people is interested and thus will be easier to find people for whom the movies are among their inter-
ests. Furthermore, movies are a very common and active topic of discussion in the social networks. The results achieved after
the validation and experimentation phase indicate a favourable behaviour of the proposed model, being therefore very suit-
able for its application in a real environment.

The rest of the paper is structured as follows. In Section 2, the necessary preliminaries are exposed. Next in Section 3, we
describe our proposal. Thereafter, in Section 4 we describe the experiments and evaluation of the system. Finally, some clos-
ing remarks and future works are pointed out in Section 5.

2. Preliminaries
2.1. Basis of recommender systems

Recommender systems are information filter tools that aids users in their information access processes, through predic-
tion and recommendations of information items that could be from the user’s concern [5,10]. This process is offered as an
alternative to ordinary social recommendation process. Namely, the traditional process in which we all follow by requesting
opinions from experts or acquaintances when we have to make a choice for acquiring a new product without possessing any
information about the product itself.

Recommender systems are not just a search method, they go beyond the search. They do not respond to punctual infor-
mation needs, on the contrary they bring us deep into the discovery web. The users do not search for something specific any-
more, but they expect to discover things that they did not even know that exist, or things they did not know how to execute
the search to find them. The problem that these systems intent to solve is to expose items which are unknown by the user. In
order to achieve that, the system will have to execute unknown ratings estimation methods, using known ratings that are
persisted in a rating matrix. We could classify this estimation methods in two types [26]:

e Model based: Initially they develop a model through machine learning techniques and afterwards the model is queried in
order to provide some useful recommendations about items. For instance, some techniques that could be used are clus-
tering, neural networks or decision trees.

e Heuristic or memory based: Systems that provide recommendations making use of heuristic formulas of similarity and
correlation between items and user. Example of these similarity measures are: Pearson or cosine similarity.

In this proposal we focus on the first type, namely we propose a model-based approach.

2.2. Cold start problem

As previously mentioned, ratings are estimated making use of a rating matrix. The complication here is that users tend to
be reluctant to provide personal information. Thus in real applications these rating matrices tend to be disperse, what com-
plicates the process of estimating recommendations since we can not access the past historical from user nor from items.
This situation is what is defined as a cold start problem [18,23].

This problem appears inevitable in two situations:

e New users cold start problem [4]: It appears when a new users is joined to the system, because they have not supplied any
information yet and therefore, it can not be recommended with any item nor be compared with any similar user to them.

e New items cold start problem [35,45]: It appears when a new item is added to the system. Since there are no ratings about
this item, it will not be chosen in any matching process and thus it will not be recommended to any user.

2.3. Decision tree classifier

Decision tree classifier learning is a machine learning algorithm that is often utilized in decision making by generating
predictions for labelled data using as input a series of observations. The goal is to create a model that predicts the value
of a target variable, i.e., label, based on several input variables. They are able to discover complex interactions between vari-
ables and create accurate predictions on new data.
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There are two main kind of decision trees according to the nature of their outcome, which are the following:

o Classification tree analysis is when the predicted outcome can take a discrete set of values. Commonly the response vari-
able has two categories, e.g. yes or No. If there are more than two categories then the algorithm C4.5 will be used.

e Regression tree analysis is when the predicted outcome is continuous or numeric, e.g. the price of a car, the amount of
rain to fall.

Since we want to figure out whether a movie is suitable to be recommended to a user or not, our outcome will be categorical
with only two categories, recommended and not recommended. Therefore in our proposal we use a classification tree.

The term Classification And Regression Tree (CART) analysis is an term which alludes to both of the previously described
techniques. First introduced by Breiman et al. 8], trees used for regression and trees used for classification have some analo-
gies but also some differences, such as the procedure used to determine where to split.

Decision tree builds classification or regression models in the form of a tree structure. They break down a dataset into
smaller and smaller subsets and simultaneously a decision tree is being developed. At the end we have as result a tree with
decision nodes and leaf nodes. A decision node (e.g. outlook) has two or more branches (e.g. sunny and rainy). Leaf node (e.g.,
Play tennis) represents a classification or decision. The best predictor will be positioned at the top node and it is called root
node. Decision trees can deal with both categorical and numerical data.

In Table 1 is displayed an example of observations for building a classifier tree. The observations’ target is play tennis and
the features are outlook whose categories are rainy or sunny; humidity with categories of high and low; and windy with
categories of false or true.

If we calculate the decision tree for the previous values we will obtain a classified tree like the one in Fig. 1. As described
before every node represents a decision. The algorithm utilized to create the tree is known as ID3 and was proposed by J.R.
Quinlan in [32].

2.4. Random forest

Single decision trees tend to suffer from high variance or high bias. Random forests come as an attempt to mitigate the
problems that these high variance or high bias might cause. Random Forests are an ensemble learning method for classifi-
cation and regression whose mechanism is based on building multiple decision trees at training time and processing their
results in order to get a more stable prediction out of them. For classification, it selects the class that is the mode of the
classes output by the individual trees, while for regression, the mean of different regression trees will be calculated [7].

The previously described process defines the original bagging algorithm for trees [6]. Random forests have one difference
with this general scheme: they make use of a slightly modified tree learning algorithm that selects, for every decision tree in
the learning process, a random subset of the features. This process is called feature bagging. This is done because of the cor-
relation of trees in an ordinary bootstrap sample: if one or a few features are very strong predictors for the response variable
(target output), these features will be selected in many of the other trees, causing them to become correlated. With that it is
intend to add a random aspect to the algorithm in order to prevent correlation between the different classification trees [21].

Then, random decision forests are a combination of tree predictors: the basic principle from random forest is to combine
some weak learners in order to obtain a strong learners. For this reason, they are a useful tool for making predictions taking
into account that they do not overfit because of the law of large numbers. Embracing the right amount and kind of random-
ness to the algorithm makes them accurate classifiers and regressors.

2.5. Related works

We can find in the literature diverse proposals that aim to solve the cold start problem [18,28]. A possible workaround for
solving that problem is to demand users to provide some personal info and to rate a determined number of items in order to
be able to establish a profile in the system [19]. If we focus on the new users cold start problem, in [23] a comparative study
from different proposals is proposed, some of them will be cited here. In particular, in [4] the authors introduce a new opti-
mized similarity measure through machine learning techniques based neural networks. In [44] is proposed an approach that
incorporates association rules, probability based metrics and own users’ context in order to alleviate the cold start problem.
In [20] a rules based system is also utilized, in this case a probabilistic model. Nevertheless, in [25] a proposal is presented in
which classification algorithm C.4.5 and Naive Bayes are combined with diverse similarities and prediction techniques in
order to solve the problem. Another interesting proposal is introduced in [13], where they present an approach that utilizes
trust and distrust network to find trustworthy users and utilize the suggestion of these users to generate the recommenda-
tions. In this sense of fetching social network data to palliate this problem, more recently, in [18] is presented a revision
about how it is been working precisely with information extracted from social network, studying some published articles
between 2011 and 2017.

On the other hand, in order to deal with the new items cold start problem there are not so many articles to be found,
although we could mention two interesting ones. In [45] the authors present a system in which they obtain items features
using deep learning architecture SDAE and those features are exploited by integrating them in collaborative schema timeSVD
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Table 1
Observations.

Outlook Humidity Windy Play tennis
Rainy High True No
Sunny Low True Yes
Sunny High False No
Rainy Low False No
Sunny High False Yes
Rainy High False No
Sunny Low True No

Rain
Sunny y
NO
. Windy false
Windy true y
YES

Hum low Hum high

YES NO

Fig. 1. Classifier tree.

++. Furthermore, in [35] items features and user’s generated tags are used applying a further matrix factorization steps is
used in order to generate the knowledge.

There are many other proposals that allow to alleviate the problem with their approaches, although they are not specific
for that. In general, we can see that one of the most used and effective techniques is to utilize additional info about users,
such as age, gender, education, zip code or any other information that could help to classify the users, which is what is
known as demographic information [29].

Other works focus their approach on how the recommender systems can be empowered and developed through machine
learning techniques and how challenging is to find the most suitable technique for every use case, reviewing the trends of
machine learning and artificial intelligence techniques and identify open questions in the use or research of machine learn-
ing algorithms [31]. Other machine learning techniques like deep learning are presented in a broad study [43]. There is also
in the literature some works that study the use of based social recommender systems making use of the data from social
networks to improve the accuracy of the algorithms [47]. In other works like [34] they also use external behavioural data
to fill the gaps between the human and software decision making process. We can find as well some works that aims to solve
the cold-start problem from different approaches, as in [38] where we can find a comprehensive review of different studies
and a extensive comparative between them.

If we focus on the idea of incorporating information extracted from social media and social networks into the recommen-
dation schemes, in [48] an approach is presented where social relations and temporal informations are integrated to palliate
the cold-start problem making use of Markov Chains. In [16] the authors propose an ontology-based advertisement recom-
mendation system that leverages the data produced by users in social networking sites; a shared ontology model is used to
represent both users’ profiles and the content of advertisements. In [15] the social context is also taken into account to pro-
pose a recommendation approach that presents a personalized list of tourist attractions for each tourist, based on the sim-
ilarity of users’ desires and interests, trust, reputation, relationships, and social communities.

3. Description of the proposal
We propose a recommender system in which the solely input is the social stream from the user. In our specific case, we
will use data extracted from Twitter® to generate the user profiles. Then we will classify these profiles and with those data we

will establish a prediction model for every item from a determined catalogue in order to predict whether such item is suitable to
be recommended to that user or not. In order to do this, we propose to use decision trees that will help us to classify the users

9 https://www.twitter.com.
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according to their profiles, allowing us to obtain far better recommendations [22]. We propose to use single decision trees as
also random forest, where several decision trees are ensemble in order to provide a better result [7]. In this section we explain
the proposed model that we have applied to a specific environment, which is movie recommendation, and therefore we will
explain it considering that specific area.

The input for our system will be the social stream from the users. To be more specific, we will use data from the user’s
Twitter account in order to create a Twitter profile that represents somehow the personality of the users. Afterwards we will
create the prediction models with which we want to classify users according to their Twitter profile and whose target will be
whether or not a particular movie is suitable or not to be recommended to certain user. In Fig. 2 we can see a diagram of the
system developed and implemented, consisting of the following phases:

e Data gathering: we will first have to collect the data with which we will generate our recommendations.

o Classification: we will classify the users according to their tastes, character and behaviour (Twitter profile) making use of
classification trees and random forest, whose target will be a flag indicating whether a movie is recommended or not. That
will be the training process, in which we will use part of the data set to train our model. In this process the connections
between the different features from Twitter profile and the target label will be created.

Prediction: Once the models are trained, we will use the test data in order to create the predictions. Since we have also the
real data from the users (movie ratings) we will be able to compare the predictions and real data evaluating so the accu-
racy from our predictions. At the end from this stage we will have a list of movies (the ones that we are used in our movie
catalogue) and a corresponding flag for every movie indicating whether our system marked the movie as recommendable
for the user or not.

Selection: We will select all the movies that are marked as recommendable for the user and then select the ones whose
probability higher is. This means, we select the movies that are marked as recommended with more certainty from our
prediction model.

Then, the first challenge is to find suitable data that allows us to develop and implement our proposal. Since we need to
find users who have movie rating data as well as social stream data, we decided to use Filmaffinity'® in order to have relevant
data. We will keep the focus in our proposal on movie recommendations since we find a very popular topic in social networks
and also because we found a very attractive and useful tuple of source of data (Twitter for defining the users and Filmaffinity for
getting the ratings that the users are giving to the movies).

Filmaffinity is an online web site that serves as movie database and where users can rate movies. The users have the pos-
sibility of provide in their Twitter url on their profile, which enables a link between both data sources. That will however
diminish considerably the amount of users that we can utilize for this experiments since only roughly 10% of the users pro-
vide on their profiles their Twitter url.

We will try to predict which products are more suitable to be recommended to a user. In order to accomplish that goal, we
will have a product catalogue (movie catalogue in our case), a list of users for which we have both Twitter and Filmaffinity
profile. From these users we have a list of all tweets available in Twitter and a list of movie rating.

In order to classify the users depending on their Twitter profile and in relation with every movie from our movie cata-
logue, we will use Apache Spark. The decision of choosing is based in its ability to process large amounts of data (as is
the case that concerns us), its execution speed and its machine learning library which offers a wide variety of algorithms
and utilities.

To be more specific we will use the Decision Tree Classifier'' algorithm from Spark to classify the users according to their
Twitter stream and we will create prediction models for every movie in our movie catalogue. Moreover, we will also use the
Random Forest Classifier'? in order to implement the classifier with random forest. Once we have collected all the predictions,
we will choose for every user those products which are predicted to be recommended and from this set we will choose those for
which their probability is higher.

3.1. User data gathering

We have used an ethical web scraping in order to get the data of the users (ratings and Twitter url) from Filmaffinity. We
have implemented our web scrap utilizing python as programming language. To be precise, we have used the libraries
requests'® in order to fetch the content of every page and Ixml'* in order to parse the data from every page. For persisting
our data we have used a MongoDB'® database. The reasons for choosing it are the ease to use, the fact that it has no schema
and its very powerful aggregate pipeline which can effortlessly process our data records and return computed results.

10 https://www.filmaffinity.com/es/main.html.

T https://spark.apache.org/docs/2.0.0/api/javajorg/apache/spark/ml/classification/DecisionTreeClassifier.html.

2 https://spark.apache.org/docs/latest/api/java/index.html?org/apache/spark/ml/classification/RandomForestClassifier.html.
3 http://docs.python-requests.org/en/master/.

4 http://docs.python-guide.org/en/latest/scenarios/scrape/.

5 https://www.mongodb.com/what-is-mongodb.
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Fig. 2. Data source diagram.

We are solely interested in the subset of users that have given a Twitter url in their Filmaffinity profiles, we will discard
the rest of them (since we can not match the two sources of data for them). Once we have this subset of users, we will use
another ethical web scraping for getting the ratings from every of these users.

3.2. Social media data gathering

Making use of the Twitter API'® we have collected all the tweets (actually only 3200 last tweets from every user are possible
to fetch because of Twitter API's restrictions) from the users for which we have data in Filmaffinity. This data are persisted in our
MongoDB database as well so that is more convenient for us to aggregate it afterwards.

3.3. Elaborating a Twitter profile

We have processed the tweets previously collected extracting features in order to build a Twitter profile for every user.
This profile is defined by a series from features that we use later on in order to build our model.

Some of the features are directly accessible from Twitter profile, e.g. number of followers, or account creation year. How-
ever there are other features for which we need to process all the tweets in order to be able to extract them, e.g. preferred
day for writing tweets, early tweeter.

The features extracted for this first iteration are the following:

e Account creation year (values: numeric)

e Early bird: Usually tweets in the morning (values: false or true)

o Night owl: Usually tweets in the night (values: false or true)

e Preferred hour: The hour on which the user more often tweets (Values from 0-23)
e Weekend tweeter: Usually tweets on weekends (values: false or true)

e Week tweeter: Usually tweets on week days (values: false or true)

o Preferred weekday: The day of the week on which the user more often tweets (Values from 0-6)
e Friends count: The number of people the user follows (values: numeric)

e Followers count: The number of followers from user (values: numeric)

e Favourites count: The number of favorited tweets by user (values: numeric)

e Geolocation enabled: If user has geolocation enabled (values: false or true)

o Number of tweets: The number of tweets from user (values: numeric)

On the other side we will have for every user a list of movie ratings. The data are those described below:

e movield: The id of the movie in Filmaffinity.
e rating: The rating that a given user has given to the movie with id movield.

3.4. Joining Twitter profile and movie data

As we have mentioned, we utilize the features extracted from Twitter profile in order create predictions for the rating of
movies. We take the user’s ratings for the movies that we have in our catalogue. The ratings are interval-based ratings drawn

16 https://developer.twitter.com/en/docs/api-reference-index.
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in a 10-point scale, that is, the ratings are integer numbers from 1 to 10. Since for us is not so important the exact rating from
a user but the fact that the user liked the movie, we will convert this interval-based to a binary rating by labelling this data in
two possible labels: 0 for not suitable for the user and 1 suitable for the user. We label ratings between 0 and 6 as not suit-
able and ratings between 7 and 10 as suitable.

For that we use a determined set of N movies, simulating a streaming service catalogue. In order to have more rating data
we chose the N movies most rated from our user group (the users for which we have Twitter profile).

Then we utilize the decision tree learning algorithm'” in order to classify the users according to their Twitter profile and as
label we use a recommended flag whose values could be 0 or 1. Values with 0 means that a movie is not suitable to be recom-
mended to a determined user and on the contrary values with 1 means that movie is suitable to be recommended to the user.

Since we want to know the predictions for several movies and not just one, we will have to use a model per movie. Thus
we create N models being N the number of movies in the catalogue. The difference between those models will be only the
labels (the recommended flag for a determined movie). Everything else (Twitter profile) will remain identical in every model.
As described in the example from Table 4, we have a list of observations (one per user who voted the movie 1) with some
features (user’s features extracted from Twitter profile that were previously described) and at the end we have the label
which is the value that we want to predict and have two possible values: 0 would mean that the movie A is not suitable
to be recommended for corresponding user; and the value 1, in the other hand, would mean that we could recommend
movie A to that user.

From the rating matrix perspective, we iterate over the items and create as many models as items in the catalogue. We
simplify the interval-based ratings in 10-point scale by replacing them with binary ratings. Then we incorporate the user
profile for every user. After that, we train the models with the user profiles and the ratings being the target. And lastly,
we test our system with the respectively trained models and evaluate the expected values with the actual ones.

We have the rating matrix:

Ron (1)

where:

m = number of users.
n = number of items.

And on the other side we have the user profile:
Prnt (2)

where:

m = number of users.
t = number of features of user’s profile.

We combine the ratings matrix Ry, with the user profile P, where m is the number of users, n the number of items and t
the number of features of user’s profile.

We iterate over the different items (movies) creating a different model for each starting from the rating matrix as indi-
cated in Table 2. Afterwards we combine the ratings matrix Ry, with the user profile Py, like indicated in Table 3.

Rj; 3)

Our proposed model takes our training data and then creates a decision tree and a random forest per model (one model per
movie as previously indicated) and from these models, it will create the corresponding predictions for the values for the test
data. This data pipeline is displayed in Fig. 3.

4. Evaluation and experiments
4.1. Predictions evaluation

Once that our classification trees and random forests have created the predictions, we will continue by evaluating the
quality of these predictions, exposing the results from the two different variations (single classification tree and random for-
est) in order to compare them. The target from our prediction model is a flag that indicates whether a movie is recommended
or not. We will then select the movies that are marked as recommended and from them we select those which have higher
probability to be recommended.

We will quantify the accuracy from the predictions with the following indicators. We have chosen these indicators since
they are the most common metrics for evaluation Classification Trees or Random Forest, especially the precision, RMSE and

17 http://en.wikipedia.org/wiki/Decision_tree_learning.
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Table 2
For every item = j.
Toj
I
rmj
Table 3
For every item = j.
Poo Po1 e Pot Toj
P1o P11 e P1t I1j
Pmo Pm1 e Pmt Tmj
Table 4
Model for movie A.
Userld Feature-1 Feature-2 . Feature-M Label
1 6 0 - 22 0
2 7 1 - 20 1
3 1 1 - 18 0
4 2 0 - 18 0
5 0 1 - 17 1
£ »
N e S s ___= A u
,_, . \ usert: recommended ¢/
Movie 1 W Macdellt ‘ Prediction D | userz: not recommended 3§
ysecs: mom.mended \ .ﬁ.’ Recommendations
) e ) :
e s B N 9 A e usert: [movie 1, movie 3, ..]
e e e E/ : ’j// user2: [movie 2, movie 3, ...]

user3: [movie 2, movie 4, ..]
.

& g ) g )

—J\\ \ T \ usert: not recommended 3¢
Movie N p Model N X
‘ ‘ ‘_l/ y Prediction 7 user2: not recommended 9§

user3: recommended o/

Fig. 3. Recommendation prediction diagram.

F-measure. The average rating from recommended items gives a quick and clear vision of how good the system was with
their predictions.

e Average rating from recommended movies. From all the movies that are predicted to be recommended for the user we
calculate the average of ratings provided about each movie. It is an indicator of, how good are in general the movies that
are recommended to the user.

e Precision (positive predictive value). Resembles the percentage of success from our recommender over the failures. In the
table is recorded the opposite value, i.e. accuracy error (ACC):

P

ACC:TP+FP'
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e Root Mean Squared Error (RMSE). Represents the sample standard deviation of the differences between predicted val-
ues and observed values:

n
RMSE = , /%Ze?.
t=1

e F-measure. The F measure is a measure of the accuracy of a test. It is defined as the weighted harmonic mean of the
precision and recall of the test (F1):

2 precision - recall
"~ precision + recall

4.2. Developed experiments

With the use of web scraping techniques, we extracted from Filmaffinity a total of 8503 users from Filmaffinity web site.
From all these users, we filter out those that do not provide their Twitter url in their Filmaffinity profile. That gives a total of
604 users which have a Twitter profile. After filtering out those with false Twitter url and those that doesn’t have tweets in
their profile we have 482 users left.

From these users we have a total of 781782 ratings to make our experiments. That makes an average of roughly 1622
ratings per user. The total number of movies rated is 55769. On the other side, we have a total of 1142720 tweets to process,
an average of 2370 tweets per user.

Once we process the Twitter stream from every user, we generated a Twitter profile for every user which would look like
this sample for the movie with movie id 160882 in Table 5.

The columns from Table 5 are described as follow:

e id: User id

e f1: account year of creation
e f2: early bird

o f3: night owl

o f4: preferred hour

o f5: weekend tweeter
o f6: week tweeter

o f7: preferred weekday
o f8: friends count

o f9: followers count

o f10: favourites count
e f11: geo enabled

e f12: number of tweets

Then we interpolate the Twitter profile data with the movie rating data obtaining something like the sample from Table 6.

The meaning of the columns from f1 to f12 is the same as in the previous case; in this case we see a new column with the
rating from the user to the movie.

After that, we group the observations by movie. The observation will consist of the features from the Twitter profile of
every user and the target (or label) will be a flag indicating if the movie is recommended for this user. As previously stated,
we consider that a movie is suitable to be recommended to a user if the user has rated it with a rating of 7 (out of 10) or more.
And then our entries would look like following sample in Table 7. We can see that we do not have the rating column any-

Table 5

Twitter profile sample.
id f1 f2 f3 f4 5 f6 7 8 f9 f10 f11 f12
305054 2010 False False 23 False False 0 759 123 3 False 8462
990342 2013 True False 9 False False 2 1518 1169 27829 True 50207
982478 2010 False True 23 False False 2 481 477 829 True 8116
469948 2010 False False 21 False False 3 64 122 88 True 3516
832140 2013 True False 11 False False 4 805 531 2932 True 10216
547430 2013 True False 9 False False 2 1777 6195 19288 False 30364
106161 2011 False True 21 False False 0 37 48 107 True 1321
707180 2011 True False 12 False False 3 337 425 1623 True 9772
525484 2010 False True 23 False False 2 247 248 162 False 2883
541976 2011 False True 22 False False 2 654 585 2589 False 3832
715072 2011 False True 12 False False 1 467 581 830 False 16469
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more, but we have now the recommended column that is directly calculated from rating and it would have the value 1 when
the movie is suitable to be recommended to the user; and otherwise would have value of 0. The description of the columns
from f1 to f12 is the same as in the previous two.

Now we will create a classifier tree and random forest per every movie. To do it we use a 70% of the users to train the
different models and the 30% remaining to evaluate the predictions.

Table 6
Twitter profile sample with ratings.
id f1 f2 3 f4 5 f6 7 8 f9 f10 f11 f12 rate
305054 2010 False False 23 False False 0 759 123 3 False 8462 5
990342 2013 True False 9 False False 2 1518 1169 27829 True 50207 4
982478 2010 False True 23 False False 2 481 477 829 True 8116 7
469948 2010 False False 21 False False 3 64 122 88 True 3516 5
832140 2013 True False 11 False False 4 805 531 2932 True 10216 9
547430 2013 True False 9 False False 2 1777 6195 19288 False 30364 6
106161 2011 False True 21 False False 0 37 48 107 True 1321 8
707180 2011 True False 12 False False 3 337 425 1623 True 9772 4
525484 2010 False True 23 False False 2 247 248 162 False 2883 7
541976 2011 False True 22 False False 2 654 585 2589 False 3832 5
715072 2011 False True 12 False False 1 467 581 830 False 16469 8
Table 7
Twitter profile sample with recommended label.
id f1 f2 f3 f4 5 f6 7 f8 f9 f10 f11 f12 rec
305054 2010 False False 23 False False 0 759 123 3 False 8462 0
990342 2013 True False 9 False False 2 1518 1169 27829 True 50207 0
982478 2010 False True 23 False False 2 481 477 829 True 8116 1
469948 2010 False False 21 False False 3 64 122 88 True 3516 0
832140 2013 True False 11 False False 4 805 531 2932 True 10216 1
547430 2013 True False 9 False False 2 1777 6195 19288 False 30364 0
106161 2011 False True 21 False False 0 37 48 107 True 1321 1
707180 2011 True False 12 False False 3 337 425 1623 True 9772 0
525484 2010 False True 23 False False 2 247 248 162 False 2883 1
541976 2011 False True 22 False False 2 654 585 2589 False 3832 0
715072 2011 False True 12 False False 1 467 581 830 False 16469 1
feature 0 <= 2015.0 O O Predict: 0.0
feature 8 <=53.0 O
feature 9 <=5.0-O feature 0>2015.0 O O Predict: 0.0
feature 8>53.0 O QO Predict: 1.0
feature 3 <= 16.0 O
feature 7 <=360.0 O O Predict: 0.0
foature 28500 o2l 2080 feature 0. <= 20100 O O Predit: 1.0
eS8 S =000 QlFredce 00 T 00°0 feature 0> 2010.0 O O Predict: 0.0
feature 8 <=222.0 O O Predict: 1.0
feature 3 <=12.0 O
feature 8> 222.0 O O Predict: 0.0
feature 0 <= 2009.0 O
feature 10<=0.0 O O Predict: 1.0
Root O feature 35120 O
feature 10>0.0 O O Predict: 1.0
feature 8 <= 2021.0 O
feature 7 <=1304.0 O O Predict: 0.0
feature 4 <=0.0 O
feature 7>1304.0 O O Predict: 0.0
feature 0 > 2009.0 O
feature 7 <= 114.0 O O Predict: 1.0
feature 4> 0.0 O
feature 9> 65.0 O feature 7>114.0 O O Predict: 0.0
feature 3 <=14.0 O O Predict: 0.0
feature 11 <= 55963.0 O
i § 230 feature 3>14.0 O O Predict: 1.0
feature 11>55963.0 O O Predict:0.0
feature 8 > 2021.0 O
feature 8 <= 4647.0 O O Predict: 1.0
CaiEP 2860 feature 1<=0.0 O O Predict: 1.0
feature 9> 4647.0 O
feature 1>0.0 O O Predict: 0.0

Fig. 4. Tree classifier for features for movield 971380.
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Based on our trained models and according to our features a classification model would be created. In Fig. 4 we can see
the resulting classifier tree for the movie with movield 971380.

We will train the models with our training data and we will do two parallel calculations: one with a single classification
tree and another one with a random forest. After several execution of our predictions, we have used several metrics and the
obtained results are shown in Tables 8-10.

In these tables are displayed the error values for 20 executions. For every execution, we calculate the following four met-
rics for the model built with Classification Trees (CT) as well as the model built with Random Forests (RF). In this way we can
make a comparison between both models.

All these metrics are computed for every one of the different models (one per movie) and afterwards, the average of all of
them will be calculated. That is the value that we show in every cell of the table.

We can observe that in general the accuracy error is slightly better for the random forest model as the one from classi-
fication tree. However in the average rating for the predictions, the classification tree takes the lead. That does not necessar-
ily mean that the predictor is better than the one from the random forest, we have to bare in mind that we consider a movie
suitable to be recommended if their rating is great or equal as 7; and average rating, for both models, is in general closer to 8
than to 7.

Thus we can say that random forest performs better than a single classification tree, which was something expected. As
we can observe in Table 11 from the 20 executions we obtained an average accuracy error of 0.298 for the random forests

Table 8

Validation of predictions 1.
Iteration 1 2 3 4 5 6 7
avg rating (DT) 7.714 7.826 7.632 7.682 7.772 7.800 7.709
avg rating (RF) 7.279 7.295 7.534 7.475 7.695 7.525 7.244
avg accuracy error (DT) 0.356 0.348 0.335 0.327 0.336 0.324 0.327
avg accuracy error (RF) 0.318 0.306 0.301 0.296 0.295 0.283 0.298
avg RMSE error (DT) 0.588 0.583 0.573 0.564 0.570 0.561 0.564
avg RMSE error (RF) 0.555 0.544 0.542 0.535 0.531 0.520 0.538
avg f1 error (DT) 0.598 0.610 0.626 0.635 0.633 0.648 0.640
avg f1 error (RF) 0.601 0.613 0.624 0.623 0.637 0.650 0.631

Table 9

Validation of predictions 2.
Iteration 8 9 10 11 12 13 14
avg rating (DT) 7.805 7.894 7.768 7.674 7.758 7.694 7.697
avg rating (RF) 7.610 7.497 7.378 7.426 7.366 7.586 7.600
avg accuracy error (DT) 0.328 0.352 0.345 0.350 0.326 0.341 0.338
avg accuracy error (RF) 0.290 0.292 0.305 0.305 0.296 0.314 0.301
avg RMSE error (DT) 0.562 0.586 0.579 0.583 0.563 0.575 0.574
avg RMSE error (RF) 0.528 0.530 0.542 0.543 0.536 0.549 0.539
avg f1 error (DT) 0.628 0.615 0.613 0.605 0.625 0.617 0.628
avg f1 error (RF) 0.636 0.635 0.613 0.615 0.623 0.610 0.628

Table 10

Validation of predictions 3.
Iteration 15 16 17 18 19 20
avg rating (DT) 8.044 7.754 7.828 7.761 7.759 7.797
avg rating (RF) 7.651 7.408 7.396 7.667 7.507 7.475
avg accuracy error (DT) 0.313 0.354 0.337 0318 0.361 0.334
avg accuracy error (RF) 0.274 0.315 0.292 0.287 0.304 0.292
avg RMSE error (DT) 0.550 0.587 0.573 0.556 0.595 0.569
avg RMSE error (RF) 0.512 0.552 0.532 0.525 0.544 0.532
avg f1 error (DT) 0.655 0.607 0.634 0.649 0.614 0.634
avg f1 error (RF) 0.663 0.606 0.645 0.653 0.632 0.634

Table 11
Accuracy error after 20 executions.
Mean Standard Deviation Variance
Decision Trees 0.338 0.01325 0.0001757

Random Forest 0.298 0.01093 0.0001195
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Table 12
Mean absolute Error comparison of models.
MIPFGWC-CS NHSM FARAMS HU-FCF M]D BSSB-RS
MAE 0.672 0.591 0.603 0.608 0.8 0.298
0.8~
0.6-
w
< 04-
=
0.2- |
0.0-
MIPEGWC-CS NHSM FARAMS HU-FCF MID BSSB-RS
model

Fig. 5. RS Cold Start Model Comparison.

over the 0.338 for the single decision tree. Based on the standard deviation and variance we can also confirm that the
obtained results are highly stable, especially in the case of the random forest.

Seeing these results we can assert that these results are very positive moreover taking into account the handicap that we
do not use the previous rating data from the user to search for similar items. On the contrary the only data that we use from
the user is not directly related with the items that we are going to create the recommendations for (movies in our case) but
data from their social stream.

Furthermore, we compare the results of our Behavioural Social Stream Based Recommender System (BSSB-RS) with some
other state-of-the-art works of new user cold-start problem [4,38].

It is important to remark that almost all the algorithms are not using any additional data for the decision making. They
use instead some rating data from the users (they are not a purely zero ratings algorithm like ours). In addition to that the
algorithms MIPFGWC-CS and HU-FCF are also using demographical data for their systems.

We can appreciate in the Table 12 and in Fig. 5 that our approach outperforms all new user cold-start proposed algorithm
even though we are using an absolute zero ratings cold-start users.

It is important to remark that we can not compare these results with another non cold-start state of the art recommender
systems since our model is only taking contextual data (Twitter stream data) as input. We only use the rating data of new
users for building the model and for validation purposes. Therefore it would not be fair to compare our approach for a cold-
start context with another context where a full rating history for all users is provided.

5. Conclusions and future work

We have proposed a recommendation approach based on a prediction model, using behavioural information extracted
from social media to classify the users according to their behavioural profiles. Then, the users will not need to explicitly pro-
vide any personal information other than the source of their social media, helping in this way to alleviate the cold start prob-
lem. One of the main novelties of our system is that we obtained a rich and comprehensive data set that comprises two
different data sources, for the rating data and for the social data, that are linked enabling the fulfilment of our experiments.



J. Herce-Zelaya et al./Information Sciences 536 (2020) 156-170 169

With the help of this implicit data obtained from the social media we can palliate the information gap that we have for new
users of the system. Our algorithm is assisted with machine learning techniques, i.e., classification trees and random forest,
which help us classify users assigning them a flag for every item indicating if it is suitable to be recommended or not.
Although we have used classification trees and random forest, the most important idea of the approach is not the determined
machine learning technique that is powering the algorithm but the integration of the behavioural data, obtained from social
stream, and the rating data for creating recommendations.

The proposal has been validated in the movie recommendation environment, and the obtained results of the suggested
predictions are truly satisfactory and therefore, the generated recommendations are in average very good since the results
are outperforming other new user cold-start algorithms. Therefore we could assess that our algorithm (BSSB-RS) is an opti-
mal asset in cold-start situations because it leverages the information we have in social media turning it into a very valuable
data source enhancing the quality and precision in the decision making process and providing a much more accurate recom-
mendation of items.

In this work we create our predictions establishing a direct relation between the user profile and the rating for a deter-
mined item. An eventual improvement to this process we could approach in future works would be establishing the relation
between user profile and item'’s features (for example between Twitter profile and comedian genre or determined actor)
increasing in this way the granularity of recommendations but also the complexity and execution time from algorithms. This
could help us to obtain more granularity in the relations and therefore obtain better recommendations. We would have to
deal with a significant more extensive amount of models that we would have to combine to obtain the final prediction. Fur-
thermore, we have used some features for creating our model, however if we go deeper by doing some feature engineer and
we extract more and more complex and relevant features from our social stream, i.e. performing sentiment analysis from the
tweets the user have published, it could improve significantly the accuracy from the recommendations.
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