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a b s t r a c t 

The world nowadays is almost inconceivable without the existence of Social Media. An ever growing part 

of our daily communicational activity takes place in the social digital platforms, where not only what we 

say is kept, but also when and increasingly where we say it. The way we communicate is very insightful, 

as the words we chose in our communication reveal our emotional state. Inspired by these ideas, we 

created a new method to quantify the emotional impact of an event on a particular location in absolute 

terms but also broken down to the different emotional states. To support that, we explored different 

modelling approaches for the emotional profiling of locations adopting the well established Pleasantness- 

Arousal-Dominance paradigm. Apart from defining our method, we explain in this paper the procedure of 

emotions extraction from Social Media Interactions relying on a modified version of extended Affective 

Norms for English Words, describe the system we implemented to validate our method and discuss the 

overall performance of our approach with different emotionally rich events in three known locations. 

© 2018 Elsevier B.V. All rights reserved. 
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1. Introduction 

Social Media (SoMe) are increasingly becoming an important

part of our lives in a more and more integrative way. If we have

a look at the vision statement of Twitter “Our mission: To give ev-

eryone the power to create and share ideas and information instantly,

without barriers”1 we realize that it is actually no longer far from

becoming a reality. 

As internet became pervasive with the advent of mobile and

wireless technologies -such as Universal Mobile Telecommunica-

tions System (UMTS), Long-Term Evolution (LTE) and Wireless Fi-

delity (WiFi)-, posting SoMe updates or consuming SoMe content

was no longer limited to those sitting in front of a PC with wired

access to the World Wide Web. Mobile connectivity took SoMe to

a whole new level and brought Twitter’s vision one step closer

to its realization by making the “instant” aspect actually feasible.

As a consequence of that, the location where the interactions took

place increasingly became an integral part of the SoMe dialogue.

The geo-tagging of the SoMe interactions started to be supported

by the traditional SoMe platforms and new platforms emerged,
∗ Corresponding authors. 
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here the role of the location surpassed the content itself, such as

oursquare, 2 that provides personalised local search experience for

ts users by taking into account the places a user goes, the things

hey have told the app that they like, and the other users whose

dvice they trust. As a result, the proportion of SoMe interactions

hat in addition to the known time-stamp presented a location-

tamp started to increase drastically, opening at the same time the

oor to a whole new set of insights for a location analysis based

p the SoMe users and the SoMe interactions tagged in the loca-

ion [1–3] . The accuracy of the geo-location tags could vary from a

ew meters in the case of GPS powered pair of latitude-longitude

eographical coordinates to the name of a district, a known place

r even a city, supporting different kinds of analysis. 

One of the key success factors of the rapid SoMe adoption is the

emocratization of the digital media; with initiatives such as the

logosphere [4] , everybody could make their own contributions to

he content published by any author, anybody could become an

uthor and engage with others in a digital dialogue or anybody

ould find, read and participate in any existing SoMe conversa-

ion. The SoMe platforms based on the concept of micro-blogging

ook it to the next level, as everybody could be an author and a

eader any time. The push-first, comment-later paradigm so pop-
2 https://foursquare.com . 
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lar in the blogosphere started to look old-fashioned. Rather, any-

ody was empowered to initiate a communication, enrich an ex-

sting thread, jump from a thread to another one, ignore, criticize,

hare richer content like pictures, videos, etc. The ease of publish-

ng, sharing and consuming content boosted the adoption of these

latforms as the place to talk any time about everything with ev-

rybody. Users also became less reluctant to express -almost in a

nfiltered way- what’s literally going through their minds [5] in

icro-blogging sites, unlike other purpose-specific SoMe platforms

such as LinkedIn, etc–. As a side effect, the amount of informa-

ion generated in SoMe drastically increased, introducing the need

or recommendation systems to separate the relevant content from

he rest [6–8] . 

The content generated in the SoMe interactions has been sub-

ect of prolific research in the recent years. Sophisticated machine

earning methods to estimate or extract emotions from the con-

ent created by users has been developed [9] , including support

ector machines [10] , bayesian networks [11] , maximum entropy

pproaches [12] and concept-level analysis of natural language

ext [13] supported by combinations of common-sense-reasoning

14] and ways of representing affection, such as affective ontolo-

ies [15] , etc-. The approaches mentioned above require longer

igh-quality text to work properly. These criteria cannot be met by

he kind of interactions created in micro-blogging platforms, be-

ause of following reasons: posts are typically short –e.g.: Twit-

er doesn’t allow for posts longer than 140 characters–, discon-

ected from each other –appending subsequent posts is rarely a

iable option– and with a lot of abbreviations, spelling mistakes,

tc. To tackle this problem, further propositions based on affec-

ive dictionaries where the emotional rating of each word could

e looked up were explored. One of the most popular approaches

s the Affective Norms for English Words (ANEW) [16] , consisting

f a pre-defined set of 1034 frequently used English words that

ave been rated using the so called Self-Assessment Manikin [17] .

 randomly selected group of people were asked to read a cor-

us and to provide the rating for each occurrence of these words.

he resulting dictionary contained three statistically normalized -

ean and standard deviation- scores for each word correspond-

ng to the three PAD emotional state model components created

y Mehrabian [18] back in 1980. These components are (P)leasure

r valence –the pleasantness of the emotion–, (A)rousal –the inten-

ity of emotion provoked by the stimulus– and (D)ominance –the

egree of control exerted by the emotion–. For example, fear, rage,

nger and boredom are all unpleasant emotions, but rage is clearly

ore aroused and more intense than boredom and fear is rather

ubmissive in contrast to anger . With complex emotion represen-

ation models like the one suggested by J. Russell in 1980 [19] , the

alence, arousal pair could be mapped to particular named emo-

ions or moods (e.g.: “suspicious”, “attentive”, “worried”, etc.) 

In this paper, we want to explore the potential of combining

hese ideas, namely the emotions extraction from SoMe posts and

he ability to geo-locate SoMe interactions to provide unprece-

ented insights for locations. Thus, the purpose of this piece of

ork is defining a method to quantify the emotional impact of dif-

erent events during a period of time on a given location based

n the SoMe user generated content attached to this location. The

ethod we are suggesting here pursues the creation of emotional

rofiles for locations by extracting and normalizing the emotional

ayload of the SoMe interactions created in the location over time.

hese profiles serve as reference or “norm” to assess the emotional

attern of a particular event against. In [20] , the authors came

p with a compelling analogy to consider that personality is to

motion as climate is to weather: what one expects is personal-

ty, what one observes at any particular moment is emotion. Our

ethod measures the divergence between the emotional profile

f what’s happening during a given period of time –the weather–
rom the emotional baseline or emotional profile –the climate– of

he location. 

In order to help the reader understand the extend of our at-

empt, let’s take 2 particular cities, for example Manchester in UK

nd Dublin in Ireland. We can monitor the flow of SoMe interac-

ions that are geo-located in these cities and create an emotional

rofile for each one (as described in [21] ). Let’s take a particular

vent, for example, the “Brexit”. We can apply similar techniques

o extract the emotional profile of all SoMe interactions related to

his event in each one of the locations. In this article, apart from

efining a way for the creation of these emotional profiles, we also

uggest a method to quantify the impact of the event in each lo-

ation by comparing the baseline location profile with the event’s

ne. Having that, we could not only understand all the emotional

imensions of the event impact on one location, but also compare

he impact across locations. Moreover, we also break the emotional

mpact down to particular moods; for example, we could discuss

he impact of “Brexit” for the mood “impressed” or “taken back”. 

Apart from the proper emotional modelling, our techniques can

nable countless use cases in different industries, for example un-

erstanding local emotional impact of marketing campaigns, as-

essing the emotional reactions to a political debate across differ-

nt states, etc. 

The particular approach we present in this paper contains dif-

erent contributions, worth listing as separate entries: 

• A novel and systematic approach to emotional profile quantifi-

cation based on geo-localized SoMe interactions. 

• An universal and holistic method to extract the emotional base-

line for a particular location over given time frame. 

• A semantic tagging based approach to define and quantify the

emotional footprint of a given event during a particular time

frame. 

• A multivariate kernel density based method to compute the

emotional impact of a particular event on a geographical loca-

tion over time. 

• A well documented approach to quantify the emotional impact

for each and every named mood. 

Apart from these novel and self-contained contributions, the

ystem also provides a comprehensive end-to-end solution to the

eo-localized emotional impact problem, form the data harvesting

o the insights delivery, as we show in the case study. 

To our knowledge, there is no method able to quantify the

motional impact of a particular event on a location, providing

lso enough granularity to understand the impact for a particu-

ar named mood . To make it more explicit to the reader, we com-

are in this paper the impact of two similar events, the deaths of

elson Mandela and Paul Walker, on different geographies across

he United Kingdom. Emotional profiling of locations in general

nd emotional impact measuring in particular open a new door

o marketing activities. Choosing the right marketing message that

ts best the emotional baseline of a location can drastically impact

he performance of a campaign. Understanding the local impact of

ifferent event types makes the identification of promotional ac-

ivities easier [22] . Political campaigns could also rely on this kind

f insights to chose the right wording in their massages and then

easure the outcome using our approach even before the elections

ave taken place. At a particular level, a person might be also in-

erested in understanding how good his/her personality matches

he emotional profile of a potential place to move to. These are

ust a few examples of the countless applications of the output of

his paper. 

This work is organized as follows: firstly we provide all the

ackground information relevant for our research. Then we intro-

uce our method to create emotional profiles of locations and to

uantify the emotional impact of a particular event on the lo-
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cation comparing the location profile with the event’s emotional

footprint. After that, we extensively describe the system we imple-

mented to demonstrate our method with real-world data and sub-

sequently we show some practical examples to discuss the perfor-

mance of our emotional impact quantification method. We finalize

our paper sharing our conclusions and pointing out future research

lines to take forward this piece of work. 

2. Background and related work 

Emotional models and affective architectures have been inten-

sively researched in the last 15 years in all variety of fields, such as

Artificial Intelligence, Human-Computer Interaction, Robotics, Gam-

ing, etc [23] . Yet the first attempts to create a model to compare

emotional states were made in the cognitive sciences domain. At

an early stage of development, the intensity –or arousal–, the de-

gree of pleasantness –valence– and the amount of influence you

feel the environment has upon you –dominance–, were explored

independently and represented with different scales. Based on the

work initiated in [18,24] where the Pleasure-Arousal-Dominance

(PAD) model was formally introduced, Russell suggested in a sem-

inal work the combination of emotional axis to create a circum-

plex model that enabled the position of emotions on a plane

[19] . For the representation of each emotional state, Russell sug-

gested a pair of coordinates on a two dimensional space: on the

x-axis the valence and on the y-axis the arousal of the stimulus.

Up to 28 emotional states have been multidimensionally scaled

in Russell’s model, so that intermediate terms are polar opposites

(e.g.: excited-depressed, distressed-relaxed, etc). Several new mod-

els and refinements on Russell’s model followed, each one con-

ceptualizing the dimensions in different ways: tension and energy

[25] , positive and negative affect [26] , approach and withdrawal

[27] , etc. 

Bradley and Lang created in 1999 [16] a set of normative emo-

tional ratings for 1034 commonly used English words, also known

as the set of Affective Norms for English Words or ANEW. Based

on the outcome of this research, it was possible for the first time

measuring natural language fragments in terms of the PAD model

dimensions. This seminal work can be considered the first enabler

for the emotional states extraction from user generated content.

Fourteen years later, an extended version of ANEW (eANEW) con-

taining more than 13K English lexemes and faceted by gender and

education level was developed applying almost the same proce-

dure as in the original piece of work [28] . In addition to ANEW,

further affective dictionaries have been created, for example Word-

net Affect [29] , where semantic synsets are assigned one or several

affective labels for those concepts representing moods, situations

eliciting emotions, or emotional responses. Modern approaches,

such as The Hourglass of Emotions [30] , adopt a different perspec-

tive, considering that the mind is made of different independent

resources and that emotional states result from turning some set of

these resources on and deactivating others (for example, the state

of ”anger”, selects a set of resources putting us in a position to re-

act with more speed and strength, deactivating others that make

us act prudently). Based on this representation of emotions, the

same authors developed SentiNet 2 [31] , a system for the devel-

opment of affect-sensitive applications that provides the semantics

and sentics (that is, the cognitive and affective information) asso-

ciated with over 14,0 0 0 concepts. In this paper, we adopted the

traditional Valence-Arousal-Dominance approach and we built our

system upon the extended version of ANEW, mainly because of the

availability of the dictionary in several languages, such as German

[32] , Spanish [33] , Portuguese [34] , Chinese [35] , but our method

is dictionary-agnostic and might have well been based on other af-

fective resources. 
The recent years have witnessed the creation of countless ap-

roaches to extracting emotional states from user generated con-

ent. In [36] Ramaswamy et al. created an interactive tool to visu-

lize the emotions extracted from a Twitter query over the Rus-

ell’s 2D plane for the most recent time. This tool also allows

or a keyword extraction based on frequency, as well as the vi-

ualization of a moods’ heatmap over time. In [37] , the authors

ent even further and mapped the emotions to a 3D virtual hu-

an. An additional interesting contribution of this paper is the

olor interpretation of the emotions mapping different values of

rousal and valence to colors. In [38] the authors analysed the role

f the different emotional states in the information diffusion in

oMe. In [39] the authors explored the emotions distribution over

.5 million post in the BBC forum, analysing the correlation be-

ween negative emotions and users activity. In [40] a predictive

odel for blog posts ratings providing the estimated level of va-

ence and arousal of a post on a ordinal scale was presented, also

aking as a basis the Russell’s circumplex model. In [41] the au-

hors created near real-time, remote-sensing, non-invasive, hedo-

ometer consuming geo-localized tweets from the Twitter Stream-

ng API. The happiness extraction from the micro-posts relies on

n own crowd-sourcing effort where over 10,0 0 0 words were rated

or happiness, instead of adopting the traditional ANEW family. 

The analysis of geo-localized SoMe user generated content to

ugment the knowledge and gain new insights about a location

as also been intensively researched. In [42] the authors present

 framework and set of metrics to quantify the impact of a topic

n different locations by adapting the Recency-Frequency-Monetary

aradigm. The work created in [22] presents an innovative ap-

roach to extract near-real time information from geo-localized

oMe posts related to a brand to quantify how own and competi-

ors’ customers react when a service disruption takes place; the

uthors show how the proposed system can be used for acquisition

nd retention campaigns. The metrics monitored by their system

re defined based on SoMe structural properties -such as centrality,

ie strength, etc- rather than incorporating emotional modelling as-

ects [43,44] . In [45] , the authors suggest the real-time analysis of

ocalized interaction to implement an early warning system. In the

rea of disasters prevention, geo-localized interactions have been

ntensively analysed to create early warning and prediction sys-

ems on natural catastrophes such as earthquakes, tsunamis, etc.

n particular locations [46–48] . 

. Defining a new method for quantifying emotional impact 

In this section we proceed with the formal definition of our ap-

roach for measuring the emotional impact of an event on a par-

icular location. The main purpose of our definitions is to provide

he building blocks required to implement the impact quantifica-

ion metrics. None all of them are definitions with mathematical

igour, but concepts employed to make the SoMe and the emo-

ional profiling quantifiable. We start with preliminary definitions

eferred to SoMe, introducing concepts, such as Users in a Loca-

ion, S ocial Network , Interaction, etc. Subsequently, we explain the

oncepts required for emotional modelling, such as Emotional Rat-

ng, Emotional Baseline, Emotional Footprint for a particular Event,

amed Moods , etc. The overview chart given in Fig. 1 helps the

eader follow up our chain of definitions. We observe two differ-

nt groups of definitions, the ones related to Geo-localized Social

edia , which we need for the localized information in-flow, and

he Emotional Impact Modelling definitions divided into two cate-

ories, the ones used for the overall impact quantification, and the

nes that are specific to the impact quantification at mood level. 
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Fig. 1. Overview of the set of definitions supporting the geo-localized emotional quantification. 
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.1. Preliminary definitions 

To support the metrics definition in our methodology, we first

ntroduce a set of relevant concepts: 

efinition 1. The set U represents the set of social media users

rom which we have evidence they have been in the location L we

re monitoring during the time period under analysis � t 

 ≡ { u } , ∀ u i ∈ U, InLocation (u i , L, � t) (1) 

efinition 2. The Social Network for a given user u i is defined

s: 

N (u i ) ≡ { u } , ∀ u j ∈ SN(u i ) , F ol l ows (u i , u j ) , u i ∈ U (2) 

Follows ( u i , u j ) is a function representing a SoMe connection be-

ween the users u i and u j , so that u i is exposed to the SoMe con-

ent generated by u j . Follows ( u i , u j ) is not always symmetric; al-

hough in several SoMe platforms it is the case (e.g.: Facebook or

inked.in). 

efinition 3. The set SN ( U ) represents the set of all the users be-

ng followed by the users in U : 

N(U) ≡ { u } , ∀ u i ∈ SN(U) , ∃ u j ∈ U | u i ∈ SN(u j ) (3) 

efinition 4. We define all user interactions It for a given user u i 
ver a time interval � t , as: 

t (u i , � t) ≡ { it } , ∀ it i Author(u i , it i , � t) (4) 

A Social Media Interaction represents the atomic piece of con-

ent generated by the user u i during the time � t in a Social Me-

ia Platform (e.g.: a tweet, a re-tweet). Thus, Author ( u i , it i , � t ) is a

unction that retrieves True if u i created the interaction it i in the

ime period � t , and False otherwise. The time interval t might be

easured in weeks, days or hours, depending on the use case and

onsists of two extremes: t_startdate and end date t_enddate . 

An SoMe interaction it i can be also seen from the Natural Lan-

uage perspective as a set of terms terms ( it i ): it i ≡ { t }, ∀ t j , t j ∈ T

here T represents all possible terms in the English language,

ncluding spelling mistakes, newly invented terms and whatever

ommunication unit which conveys a meaning between the sender

nd at least one of the recipients. 

.2. Modelling emotions 

We provide now a set of definitions to formally describe

he emotional state Pleasantness-Arousal-Dominance model in the

oMe context. 
efinition 5. We define the emotional rating ER of a user interac-

ion it i as a vector with three components: valence v , arousal a and

ominance d 

R (it i ) ≡ [ v , a, d ] (5) 

To obtain the values for valence v or pleasantness, arousal a

nd dominance d , our approach relies on a set of aggregated rat-

ng functions defined on top of the extended version of the ANEW

emmatization (eANEX) [28] . Each PAD component in the vector is

btained applying a function that looks up the interaction lexem-

as in the eANEW dictionary, retrieves the rating values for each

vailable one and combines the results into a single value with a

eighted average operation. As the eANEW also provides for each

ated lexemma the standard deviation for all the raters, we use

he maximum probability value assuming a normal distribution as

he weight for each lexemma f max = 

1 

σ
√ 

2 π
to give higher weight

o rating with lower sparsity. 

Thus, a generic rating function is defined as follows: 

(it i ) = 

1 

∑ | terms (it i ) | 
j=1 

f max (t j ) 

| terms (it i ) | ∑ 

j=1 

ρ(t j ) ∗ f max (t j ) , 

t j ∈ terms (it i ) (6) 

here ρ( t j ) can be the eANEW valence mapping υ(t j ) to obtain

 , or the eANEW arousal mapping α( t j ) to obtain a or the eANEW

ominance mapping δ( t j ) to obtain d . 

To translate the values of v, a, d to named emotional states, we

ake use of the enhanced adaption of Russell’s circumplex model

s showed in Fig. 2 (a), which only rely on 2 components, valence

nd arousal. Motivated by the defence of the usefulness of dom-

nance measuring emotions in [50] , we also explore in our Emo-

ional Impact calculation a model with all three components (see

ig. 2 (b)). 

efinition 6. We define the emotional baseline EB of a location L

ver a given period of time � t as a valence-arousal-dominance dis-

ribution resulting from the aggregation of all interactions’ emo-

ional ratings authored by the users in the location during the pe-

iod of time � t 

B (L, � t) ≡ [ v , a, d ] (7) 

here [ v , a, d ] = 	 (ER (it j )) , Author(u j , it i , � t) , u j ∈
, InLocation (u j , L, � t) . The function 	 can be designed to

ive more weight to interactions more recent in time, for example

o adjust to potential personality changes in individuals. 

To model the distribution of emotions in the emotional plane,

e suggest a multivariate kernel density function [51] , defined as
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Fig. 2. (a) Two-dimensional Valence-Arousal circumplex space model created in [19] and refined in [37,40,49] employed to map Valence-Arousal pairs to named moods and 

a sample baseline distribution for all Valence Arousal pairs extracted from a localized Twitter feed on a particular day (b) Three dimensional Valence-Arousal-Dominance 

model with the same sample baseline distribution. 
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follows: 

ı H (x ) = 

1 

n 

n ∑ 

i =1 

K H (x − x i ) (8)

where x = (x 1 , x 2 , x d ) 
T , x i = (x i 1 , x i 2 , x id ) 

T , i = 1 , 2 , n are the ER vec-

tors; H is the bandwidth (or smoothing) matrix (chosen as de-

scribed in [52] ); K is the kernel function which is a symmetric

multivariate density; K H (x ) = | H | 1 / 2 K(H 

1 / 2 x ) 

An additional implementation for emotional baseline EB ( L , � t )

could be coupled to time chunks to incorporate the seasonality ef-

fects. The time granularity level depends on the variability for the

particular location. Thus, one could create a baseline for a given

month of the year -e.g.: December because of Christmas is different

than February in places where Christmas is important... or the Ra-

madan month vs. an ordinary one in Islamic countries, etc-, day of

the week -e.g.: a Monday vs. a Friday- or even hour of the day -eg.:

10:00 h vs. lunch time-. 

3.3. Modelling impact 

Once we have an emotional baseline for a location, we can de-

fine the metrics for assessing the impact of an event on a location

as a deviation from the baseline. 

In order to do that, we need to obtain the emotional footprint of

the event in the location, which follows the same procedure as we

defined to obtain the baseline for the place, just for the subset of

interactions related with the event. 

Definition 7. We define the set of Interactions It for a given user

u i with the event E over a time interval � t as: 

It (u i , E, � t) ≡ { it } , ∀ it i ∈ Interact ions (u i , � t ) , 

Author(u i , it i , � t) ∧ related(it i , E) (9)

Where related ( it i , T ) is a NLP membership function retrieving

True if the interaction it i is connected to the topic T –intuitively,

one or more words from the semantic field for the topic T are

mentioned in it – and False otherwise. 
i 
efinition 8. We call emotional footprint EF of a given event, to

he aggregation of the emotional ratings of the interactions related

o this event over a period of time � t 

 F (L, E , � t) ≡ [ v , a, d ] (10)

Typically, the aggregation function is the same 	 ( ER ( it j )) we

sed for the emotional base-lining of the location L in Def. 6 . 

.4. Emotional impact 

Once we have all ingredients in place, we can define the emo-

ional impact of an event on a place as the difference between the

ocation’s emotional baseline [ v, a, d ] distribution and the event’s

motional footprint [ v, a, d ] distribution, as explained in Fig. 3 : 

 I(L, E , � t ) ≡ | It (L, E, � t ) | 
| It (L, � t ) | | EB (L, � t ) − E F (L, E , � t) | (11)

As we employed multivariate kernel density functions for mod-

lling both EB ( L , � t ) and EF ( L, E , � t ), to quantify the difference we

uggest applying the standard deviation of the resulting difference

istribution: σ (| EB (L, � t) − EF (L, E, � t) | ) . | It (L,E, � t ) | 
| It (L, � t ) | represents the

hare of interactions related to the event vs. the whole set of in-

eractions that have been gathered and thus making the impact

ependant on the portion of activity related to the event. 

We can enhance this overall impact quantification by defining

n impact metric at named mood level (e.g.: to answer the ques-

ion of how was the impact of a particular event on people’s ex-

itement). For that, we need to provide an additional definition on

op the emotional rating of an interaction to assign a named mood.

efinition 9. We define the set of named moods NM as the set of

motional states available in the extended Circumplex Model, each

ne with a pair of “valence, arousal” coordinates. 

The Circumplex Model was first created in [19] and refined and

xtended in [37,40,49] . The set of named moods as well as their [ v,

 ] coordinates can be seen in the Table 1 . 
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Fig. 3. Emotional Impact metrics orchestration: geo-located tweets related to the event are used to extract the emotional footprint of the event, while the emotional baseline 

of the location is extracted with the rest of geo-located tweets. A difference function establishes the emotional impact of both components. 

Table 1 

Circumplex moods mapping. 

Mood Valence Arousal Mood Valence Arousal Mood Valence Arousal Mood Valence Arousal 

Triumphant 7.60 8.16 Amused 7.20 5.80 Startled 1.32 5.12 Despondent 2.76 3.32 

Selfconfident 8.28 7.64 Joyous 8.80 5.52 feel_well 8.68 4.76 Desperate 1.80 3.00 

Courageous 8.28 7.32 Interested 7.60 5.12 Amorous 8.40 4.52 Friendly 8.00 2.60 

Adventurous 6.96 8.68 Convinced 6.68 6.68 Hopeful 7.48 3.80 Contemplative 7.32 2.60 

Lusting 5.92 8.36 Light_hearted 6.68 6.20 Solemn 8.28 3.16 Peaceful 7.20 1.80 

Conceited 5.72 7.60 Enthusiastic 7.00 6.28 Impressed 6.92 4.72 Polite 6.84 2.36 

Feeling_superior 6.28 7.20 Passionate 6.28 5.52 longing 5.92 3.28 Conscientious 6.28 1.84 

Ambitious 6.68 7.60 Expectant 6.28 5.24 Attentive 6.92 3.12 Compassionate 6.52 1.32 

Bellicose 4.52 8.84 Indignant 4.04 6.84 Apathetic 4.52 4.20 Reverent 5.92 1.20 

Hostile 3.88 8.56 Impatient 4.84 6.20 Worried 4.68 3.72 Serious 5.88 2.36 

Envious 3.88 8.28 Suspicious 3.72 6.04 Feel_guilt 3.40 3.32 Pensive 5.16 2.60 

Enraged 4.28 7.88 Distrustful 3.12 5.36 Languid 4.12 3.00 Melancholic 4.80 2.36 

Jealous 4.72 7.24 Disgusted 2.32 6.96 Ashamed 3.24 3.00 Embarrassed 3.72 2.60 

Hateful 2.68 8.44 Loathing 1.80 6.72 Taken_aback 3.36 4.08 Hesitant 3.76 2.08 

Defiant 2.56 7.88 Discontented 2.76 6.28 Disappointed 1.80 4.88 Doubtful 3.88 1.20 

Contemptuous 2.76 7.64 Bitter 1.80 6.04 Dissatisfied 2.60 4.28 Wavering 2.36 2.20 

Determined 7.96 6.04 Insulted 2.04 5.76 Uncomfortable 2.36 3.56 Anxious 2.12 1.80 
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efinition 10. We define the leading mood of a user interaction it i 
o the closest named mood to the valence v and arousal a compo-

ents of the emotional rating of the ER ( it i ) 

eadingMood(it i ) ≡ m j , m j ∈ NM, m j = min ∀ m k ∈ NM 

dist [ v ,a ] (it i , m k ) 

(12) 

Based on this definition, both Location Emotional Baseline and

vent Emotional Footprint can be expressed as the share of each

amed mood being Leading Mood during the period of time under

nalysis. For example, if we had one event with 40 interactions

ith following leading moods: 20 longing , 10 pensive and 10 inter-

sted , the share would be 0.5 longing , 0.25 pensive and interested . 

It allows us to define a new version of the emotional baseline

etric for a Location in terms of a particular named mood as fol-

ows: 

B NM 

(m j , L, � t ) ≡ | LeadingMood(It(L, � t)) ∩ { m j }| 
| It (L, � t ) | (13) 
he emotional footprint of an event referred to a particular named

ood can also be defined in a similar way: 

F NM 

(m j , L, E, � t ) ≡ | LeadingMood(It(L, E, � t)) ∩ { m j }| 
| It (L, E, � t) | (14) 

Based on these new metrics, we then provide a named mood

ersion of the impact quantification as follows: 

I NM 

(m j , L, E, � t) ≡ EF NM 

(m j , L, E, � t) − EB NM 

(m j , L, � t) (15) 

ntuitively, this metric represents how a particular mood become

ore or less important –share increase or decrease– in the event

motional footprint versus the location emotional norm. 

In the subsequent sections we are going to provide a descrip-

ion of the system we propose to implement these metrics and

iscuss their performance with the help of a real-world example.

he reader is going to get more clarity about the definition and the

sage of the set of equations we just presented. 
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Fig. 4. System architecture overview. 
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4. System architecture 

The purpose of this section is describing the system we have

built to implement the metrics defined in our method for the emo-

tional impact quantification of events on locations. 

The set of metrics we just defined are in principle platform ag-

nostic. We’ve chosen Twitter to implement our system because of

following reasons: 

• Ease of information extraction: almost no restrictions to get a

significant sample of all interactions providing a set of query

parameters. 

• Text-based content dominance: unlike other platforms favour-

ing more rich media content –videos, pictures, etc–. 

• High share of geo-located interactions. 

• High-engagement general purpose platform. 

The system technical architecture is based on the footprint ex-

plained in [53] . From the functional perspective, our system con-

nects to the publicly available Twitter Search API 3 to poll the geo-

located tweets for the location, consults the event definition file to

flag the tweets related to the event, applies the eANEW emotional

rating of the content and builds the emotional profile for the lo-

cation and the emotional footprint for the event to finally produce

the impact metrics described in the previous section. 

The system consists of 3 different modules in charge of differ-

ent labours all along the process. Each module is defined to encap-

sulate the logic of a particular step in the process, being the input

and the output fixed by definition. The system modules are im-

plemented by a set of components with a clearly defined function

(see Fig. 4 ). In the following sections we are going to describe how

the different modules work and what the role of the components

being involved is. 

4.1. Tweets harvester 

The harvester collects all tweets created in a given area. An

area is defined in our systems as a pair of geographical coordi-

nates –latitude - longitude– and a radius. This module also ap-

plies a language filter to avoid the later emotional rating of non-

English tweets, as we are working with the eANEW. In principle,

the system could also work with Affective Norms for other lan-

guages which would also adjust the language filter of the harvester.
3 Available at https://dev.twitter.com/docs/api/1/get/search . 

t  

s  

w  
.2. Tweets classifier 

The purpose of this module is the flagging of the tweets related

o the event, the emotional rating of the harvested tweets as well

s the mood flagging, which is carried out by three components: 

.2.1. Event flagger 

The event flagger marks all tweets related to the events. The

vent definition file usually contains three types of information: 

1. Social Media Entities related to the topic : Set of official accounts,

nicknames, hashed tags, etc. users mention in their interac-

tions with the event (e.g.: for a Roland Garros final tennis final

match, we would have RafaelNadal for Rafa Nadal, DjokerNole for

Novak Djokovich , etc). For completeness it should include both

official accounts and those that are not official but with high

levels of activity. 

2. Topic Named Entities : set of named entities related to the topic

(e.g.: Rafael Nadal, Noval Djokovic , etc) 

3. Topic Lexicon File : containing the set of non-named entities re-

lated to the topic (e.g. in the tennis domain: ace, match ball, set,

advantage , etc.) 

Each geo-located tweet is tokenized applying a sentence tok-

nizer first and a word tokenizer later (based on [54] ) both adapt-

ng the Punkt Tokenizer [55] to deal with social media texts. The

odified tokenizer provides the stop words removal as well. The

vent flagger intends to match each and every reference term listed

n the SoMe and Named Entities files applying a string similar-

ty algorithm [56] , which delivers a similarity score. The match-

ng procedure implements thresholds-that may differ depending

n the source– to support the fact that the social media content is

ften full of spelling mistakes [57] , which is likely to happen even

ore frequently when it comes to named entities of foreign peo-

le (e.g. staying in tennis, Nalbandian is often spelled as Nabandian

ven by renowned tennis twitter accounts). 

.2.2. V-A-D rating component 

The V-A-D rating component lemmatizes the content of each

weet, performs the eANEW lookup and applies the weighting av-

raged defined in the Eq. (6) , providing a value for the valence,

rousal and dominance. Some constraints can be applied to avoid

olatile results when for example just one lemma out of the entire

weet content is found in the eANEW file. In this case, the sys-

em would produce an NA. Prior to the lemmatizion we apply a

et of NLP components such as a sentence tokenizer followed by a

ord tokenizer (based on [54] ) both adapting the Punkt Tokenizer

https://dev.twitter.com/docs/api/1/get/search
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55] and a stemming algorithm to remove stop words, similar to

he event flagger . 

.2.3. Mood mapper 

The Mood mapper assigns an emotional state to the resulting

 v, a ] pair, applying a pre-defined moods mapping file (see [40] ).

asically, it applies a refinement of the Russell’s circumplex emo-

ions model, as explained in Fig. 2 . Each interaction represented

y a pair of [ v, a ] values is assigned to the Mood label –what we

efined as Leading Mood in the Eq. (12) – whose circumplex coor-

inates are the closest to these [ v, a ]. 

The result of applying the Tweets classifier is a set of tweets,

ach one with a [ v, a ] score and a mood assigned. 

.3. Profile generator 

After the emotional rating, event flagging and moods mapping

f the harvested SoMe interactions, this module aggregates the re-

ults into a location emotional profile on one hand and creates the

motional footprint for the event on the other hand. 

The Emotional Profiler extracts a kernel density function (see

q. (8) ) in a bi-dimensional and tri-dimensional spaces with all

 v, a ] and [ v, a, d ] ratings respectively obtained from the previous

teps. This function represents the emotional baseline profile of the

ocation L , as explained in the Section 3.2 . The same procedure

s applied to extract the 2D and 3D kernel density functions that

epresent the emotional event footprint with the subset of tweets

agged as related to the event. 

The Mood Aggregator provides an aggregated view of the flagged

oods collected over the time period in terms of absolutes and

hare for both the emotional baseline of the location and the emo-

ional footprint of the event, as explained in the Section 3.3 . This

omponent produces the named mood versions of the location

aseline and event footprint (see Eqs. (13) and (14) ). 

The Impact Modeller quantifies the impact applying the

q. (11) as explained in Section 3.3 and providing also a quantifi-

ation at named mood level. 

The system we just described can be easily adapted to work

ith other languages. It would require adjusting the Input filter-

ng component in the Harvester and replacing the Affective Norms

efinition file for English by the one of the target language in the

-A-D Rating component in the Profile Generator . 

. Our case study to show our approach to quantify the 

motional impact on locations 

In this section we are going to show how three different real-

orld locations have been impacted by 2 tragic events that hap-

ened 6 days apart from each other and shook the hearts of mul-

itudes within the space of one week. We are talking about the

eath of the famous American actor Paul Walker on November the

0th 2013 and the decease of the charismatic Peace Nobel Price

inner, South Africa’s first black president and anti-apartheid icon

elson Mandela 6 days later. We deliberately chose two events

ith the same tragic background to show the full potential of our

ethod and demonstrate how different emotions can surface and

ow we are able to detect them. 

As we don’t have any ground truth because there has been, to

ur knowledge, no further attempt to achieve what we suggest in

his paper. Therefore, in this section we rather show the perfor-

ance of our methods by comparing 2 a priori very similar events

two celebrities deaths) in a set of different locations. We have se-

ected very similar events on purpose, because comparing very de-

pair events might make the reader think that the results are any-

ay obvious and expected. Our choice helps the reader understand
ow our method can even derive a meaningful impact comparison

f two similar events. 

.1. The set-up 

We set up 3 harvesters located in emblematic places in Great

ritain cities: Manchester, centred on the Old Trafford Stadium

53.463101, −2.291490), in the popular Chelsea borough in London,

entred on the Chelsea FC Stadium (51.481543, -0.190866) and in

he Edinburgh City Center (55.9537,-3.188980), all three with a ra-

ius of 5 km. Thus, we covered a rather peripheral area of Manch-

ster, and two pretty central areas of London and the Scottish cap-

tal... so quite different from each others. 

The Event definition file for both events has been created with

ll named entities of both personalities and the popular aliases

eople use to refer to them (e.g.: Madiba for Nelson Mandela), to

heir contribution (e.g.: #2F2F hashtags for Walker’s master piece

oo Fast, too Furious ) and combinations making reference to the sad

ncident (e.g.: RIPPaul ). 

Our harvesters ran for longer than 3 months, but we are go-

ng to focus our analysis on the first two weeks of December 2013,

hen both events manifested. The harvesters gathered 1,088,627

weets during these 2 weeks in the mentioned locations. Applying

 language filter (just “English”) and the quality filter (just tweets

ith at least 2 words with eANEW rating), we ended up having

522 tweets related to Walker’s death and 6324 tweets to Man-

ela’s death. 

.2. The emotional impact quantification 

As explained all along this paper, the pre-requisite for the emo-

ional impact quantification is the emotional base-lining of the lo-

ations and the creation of the event emotional footprint. 

We have obtained them in two time-granularity levels: hourly

nd daily. Providing a hourly view over time helps us understand-

ng the carousel of emotions that such a tragic event like the death

f these two beloved personalities can trigger. In Fig. 6 we rep-

esent the event footprint (yellow–red gradient) vs. the location

aseline (gray gradient) in the emotional circumplex plane of all

hree locations for a particular time, 10 o’clock of the day after

he tragic incidents. In general, we appreciate a shift to the left –

he ”sad” quadrants–, with the forming of high-density centroids

round different named moods depending on the location and the

vent: 

• People in Chelsea are clearly taken aback by Mandela’s death

while talk passionately about it, expressing some distrust and

some dissatisfaction . 

• In Edinburgh, the reaction to Walker’s death in comparison to

Mandela’s manifests in a more intense manner. Masses talk

passionately to express their dissatisfaction and discomfort , with

some doses of bitterness and discontent . 

• Manchester follows the same pattern: Walker’s death has a

greater impact at this particular time, covering almost all neg-

ative moods in the mid-positive to mid-negative arousal spec-

trum ( dissatisfaction, discomfort, shame, discontent , distrust, bit-

terness , etc). 

If we incorporate to our analysis the Dominance component

see Fig. 7 ), we also observe a shifting triggered by both events

n all locations, but following the same pattern as just discussed in

he valence, arousal circumplex plane. 

The emotions are very changing, that’s why an impact quan-

ification makes more sense at daily level; having more interac-

ions related to the event –1 day vs. just 1 h– makes the analy-

is results less volatile on one hand and changing emotions get to

qualize along the day on the other hand. Nonetheless, the hourly
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Fig. 5. Emotional Impact for Mandela’s death and Walker’s Death in 3 Locations at Named Mood Level. 
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change of the emotional footprint in both cases is of great interest

for appreciating the variety of emotions that a tragic incident can

release. Therefore, we have created 4 animations (bi-dimensional

and tri-dimensional) where we show it hourly for the first days
t  
fter both deaths and made them available in the popular SoMe

latform YouTube.com (see Table 2 ). 

In Fig. 8 (a) we have represented on one hand the daily event

elated transaction share (black line) and the daily standard devia-

ion of the location baseline-event footprint difference distribution
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Fig. 6. Emotional Impact for Mandela’s death and Walker’s Death in 3 Locations at Named Mood Level. 

Table 2 

Animated emotional location base-lining and event foot-printing. 

Nelson Mandela’s Death hourly emotional footprint vs. emotional baseline of our three locations under analysis. https://youtu.be/utqckiiYdUo 

Paul Walker’s Death hourly emotional footprint vs. emotional baseline of our three locations under analysis. https://youtu.be/jw0eZbPRki0 

Hourly Emotional Location baseline vs. Mandela’s death emotional footprint in a 3D PAD plane https://youtu.be/kTKxoAb65no 

Hourly Emotional Location baseline vs. Walker’s death emotional footprint in a 3D PAD plane https://youtu.be/eX- F- g _ v9yg 

https://youtu.be/utqckiiYdUo
https://youtu.be/jw0eZbPRki0
https://youtu.be/kTKxoAb65no
https://youtu.be/eX-F-g_v9yg


54 J. Bernabé-Moreno et al. / Knowledge-Based Systems 146 (2018) 44–57 

Fig. 7. Emotional Impact for Mandela’s death and Walker’s Death in 3 Locations at Named Mood Level. 
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σ (| EB (L, � t) − EF (L, E, � t) | ) . Fig. 8 (a) shows the resulting emo-

tional impact metric taken day by day for both events in all three

locations. It’s remarkable how the emotional impact fades progres-

sively out during the week in which the incident happened in both

cases, but also how both events affect the chosen locations in dif-

ferent ways: we could say that both deaths have similar impact

in Chelsea, but while Edinburgh has been definitively more im-

pacted by Mandela’s, Walker’s death left a deeper mark in Manch-

ester. The results obtained for Edinburgh show us the role of the

event’s share in the impact metric: while Walker’s death presents

a more diverging emotional footprint from the emotional baseline

of the Scottish capital, the share is much lower than Mandela’s and

therefore the overall impact. 

5.3. The named mood emotional impact 

As we explained in the Section 3.3 , the emotional impact can be

expressed by how particular emotional states gain or lose share. In

Fig. 9 we wanted to first show a direct comparison of both events

over all gathered transactions in all three locations; we see for ex-

ample that while Mandela’s death impressed more people, Walker’s

death left more people discontented and expectant . 

In Fig. 5 we have plotted the change in the top 15 named

moods that have been impacted the most by both events in the

three cities. In general, we observe that typically strong emo-

tional baseline named moods, such as longing, attentive or helpful

are highly impacted in terms of share loss by both events, while

named-moods on the other side of the y-axis (negative valences)

profit from this loss. 

Mandela’s death massively impressed people in all three loca-

tions. Expectancy was also observable in Manchester and Edin-
urgh, while Chelsea reacted more contemplatively . Remarkable up-

ift of apathetic feelings and people taken aback in all locations. 

Walker’s decease released a generalized discontent in the En-

lish cities. Apathy is also noticeable in a general note as well as

xpectancy . Manchester and Edinburgh show an increase of distrust

nd discomfort , while in Chelsea people also feel suspicious and in-

ulted . 

As we have seen, with our method we can precisely say how

uch the three different locations have been impacted by both

vents, but also we can qualify this impact in terms of particular

oods. 

.4. Summary of capabilities and limitations 

The case study has helped us prove, in a controlled scenario,

ow the method we are suggesting in this paper is fit for purpose.

ased on the geo-localized SoMe users’ interaction, we have been

ble to: 

• systematically create the emotional baseline of three locations,

specified with a center and a radius of 5 km (as per Def. 6 ) 

• compute the emotional footprint for 2 events over time, namely

the Mandela’s and Paul Walker’s deaths (as per Def. 10 ) 

• compute the emotional impact of these events in the 3 loca-

tions under analysis (as explained in Def. 11 ) 

• quantify how these events have affected each and every named

mood in all 3 locations (as discussed in (15) ) 

Apart from the aforementioned points describing how our

ethod operates, we’d like to mention further capabilities we have

eing observing in our experimentation: 

• differential fading out behaviour, depending on both event and

location from the event start time. 
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Fig. 8. (a) Share -black- and difference σ -green- for the locations and the events (b) Impact metrics for Mandela’s death -cyan- and Walker’s death -red- for the locations 

over time. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 9. Mandela’s death vs. Walker’s death named moods differences. 
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• support for different time granularities, enabling the impact

monitoring in the first hours as well as the more stable aggre-

gated daily views 

• multi-dimensional comparability (different events, over differ-
ent time ranges in different locations) f
We’d also like to comment on the intrinsic limitations of any

ttempt of emotional impact quantification based on geo-localized

oMe interactions, namely the fact that our findings referred to the

art of the population that is digital and social media active. It

ight vary from a location to the next one (e.g.: comparing more

ural areas with big cities), as well as the bias this particular col-

ective presents (e.g.: certain socio-demographic segments might

e over or under represented, etc). This limitation is inherent to

he SoMe penetration itself. There are methods to correct the po-

ential bias and extrapolate the findings to the total localized pop-

lation but are not in the scope of this paper. 

. Conclusions 

In this paper we present a new approach to quantify the emo-

ional impact of an event on a physical location based on the anal-

sis of Social Media interactions that have been geo-located in this

ocation. 

To achieve that, we first introduced the concepts of emotional

aseline for a location and emotional footprint for an event based

n the analysis of user generated content posted over SoMe in the

lace under analysis. After that, we defined the emotional impact

s the difference between both concepts and provided a mecha-

ism to measure this impact at a much finer granular level, namely

or each particular existing mood. 
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Our method builds upon following components: a) the well-

established (P)leasantness or (V)alence-(A)rousal-(D)ominance

emotional state model introduced by Russell, to model emotions,

b) an extended version of the Affective Norms for English Words,

to extract emotions from the Social Media user generated content

and c) and an evolution of the Russell’s circumplex model to

map the [ v, a ] scores to one of the set of named emotional states

derived from, such as Impatient, Hopeful, Amorous, etc . 

Both the emotional baseline of a location and the emotional

footprint of an event are defined by the multivariate kernel density

function applied to the whole set of [ v, a, d ] scores gathered over

the defined time period. Our method works in the bi-dimensional

[ v, a ] space to enable the mapping to named moods on one hand,

and in the [ v, a, d ] three-dimensional space to consider the effect

of the dominance component on the other hand. 

To evaluate our approach, we implement a system based on

Twitter and discuss the results in different scenarios for three

known locations in Great Britain: Edinburgh city center, Chelsea

in London and the surroundings of Old Trafford in Manchester.

Our analysis focused on quantifying the emotional impact of Nel-

son Mandela’s death and Paul Walker’s decease at the beginning

of Dec. 2013, which we have carried out with different granularity

levels –hourly, daily and bi-weekly– showing in a very thorough

manner the performance of our method and uncovering the po-

tential to apply it in real-world applications. 

The applications of emotional profiling of locations in general

and emotional impact measuring in particular are countless. This

kind of insights open a new door to advanced marketing activi-

ties (e.g.: choosing the right marketing message that fits best the

emotional baseline of a location, identifying the best set of promo-

tional activities based on emotional impact, etc.), tailoring of po-

litical campaigns (e.g.: selecting the right wording in the massages

and measure the outcome) or at a particular level, even finding the

right place to live based on the emotional profile of the potential

neighbours and their emotional reaction to events. These are just

a few examples of the countless applications of the output of this

piece of work. 

To continue the research initiated in this work, we suggest ex-

ploring the adoption of a user centric approach –for example, cre-

ating emotional profiles of users over a longer period of time, that

then are mapped to locations for better consistency or considering

the segmentation by gender and educational class already present

in the extended ANEW –. Another interesting area would be de-

veloping approaches for removing the digital bias to make the in-

sights representative for the entire population of a location, not

just the geo-located SoMe users. With enough SoMe history, un-

derstanding emotional profile changes in locations over time or

even clustering events depending on their emotional profile would

massively enrich this research line as well. Other possible future

research consists of studying how to improve the accuracy of es-

timation results of our model by using selection models of critical

sources in social sensing [58] . A last research line we would point

out could be also integrating different affective resources, similarly

to what has been done in [59] . In fact, this would allow not only

to profile emotions from a different perspective, but also to have a

greater coverage (being the coverage of the lexicons different). An

additional potential future work could be the study of the emo-

tional impact of less punctual events, such as the “Brexit”, or a po-

litical campaign (e.g.: [60] ), and monitor how the emotions change

over time as the election day approaches. 
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