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Abstract. This paper presents a biologically-inspired artificial vision
system. The goal of the proposed vision system is to correctly match re-
gions among several images to obtain scenes matching. Based on works
that consider that humans perceive visual objects divided in its cons-
tituent parts, we assume that a particular type of regions, called curvi-
linear regions, can be easily detected in digital images. These features are
more complex than the basic features that human vision uses in the very
first steps in the visual process. We assume that the curvilinear regions
can be compared in their complexity to those features analysed by the IT
cortex for achieving objects recognition. The approach of our system is
similar to other existing methods that also use intermediate complexity
features for achieving visual matching. The novelty of our system is the
curvilinear features that we use.

1 Introduction

Biological vision and artificial vision are two strongly interconnected fields. Bio-
logical vision theories can be helpful for new insights and development of arti-
ficial visual systems. At the same time, artificial visual systems allow proving
models and theories based on biological experiments. Also, a better theoretical
understanding of the computation when processing visual information can su-
pply useful guidelines for empirical studies of the biological processes. Despite of
these interrelations, even the best artificial system cannot rival the performance
of a few years old child. For example, image matching is still a fundamental
aspect of many problems in computer vision, including scene recognition, stereo
correspondence and motion tracking. A good starting point to approach this
problem can be found in visual theories, which include scientific fields such as
biology, psychology and neuroscience.

In artificial vision, image matching is defined as the process of bringing two
images into agreement so that corresponding pixels in the two images correspond
to the same physical region of the scene. The similarity may be applied to global
features derived from the original images. However, this is not the more efficient
solution and we think it does not match with the biological principles of human
vision. The approach we have used is to analyse first the scenes in order to
extract some features and build a scheme to work with these features.
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2 Biological Inspiration

In recent years great advances have been reached in our understanding in the
primate visual system. Some experiments show that primate vision works in a
hierarchical way. The first stages use simple local features, and the image is
subsequently represented in terms of larger and more complex features. In the
earliest processing stages, which involve the retina, lateral geniculate nucleus
(LGN) and primary visual cortex (V1), the image is represented by simple local
features such as center-surround receptive fields and oriented lines and edges.
After these steps, moderately complex features are represented in areas V4 and
the adjacent region TEO, and finally, partial or complete object views are repre-
sented in anterior regions of inferior temporal (IT) cortex. Indeed, there are now
great evidences showing that object recognition makes use of neurons in IT that
respond to features of intermediate complexity [7][12]. So, a partial answer to
objects recognition is to consider that every image can itself be broken down
into components and that visual cortical neurons are specialized to detect only
a subset of these components. In [12] it is shown by computational analysis and
simulations that features of intermediate complexity and partial object views
are optimal for visual object classification. Ullman suggests, based on equations
of mutual information and entropies, that intermediate complexity features are
more informative than very simple ones (detected in V1 receptive fields) or very
complex ones. Indeed, it is shown that visual features of intermediate complexity
emerge naturally from a coding principle of maximizing the delivered information
with respect a class of objects.

In object recognition no much work has solved the question of specificity, that
is, which properties of an object are exactly encoded in the neural representa-
tion used to recognize that object, and also the problem of feature selection is a
fundamental question [12] [4]. Nevertheless, when using intermediate complexity
features, these features seem to be very sensitive to particular combinations of
local shape, colour, and texture properties [7]. Some researchers have suggested
that objects are represented in terms of their constituent parts. Some of the
most important ones are Biederman’s ”Recognition by Components” [2], where
objects are formed with an alphabet of simple geometrical shapes called geons,
and Marr’s ”Generalized Cylinders” [9], where these parts are cylinders along
the main axes of the object. In both cases, the constituent parts of the object
are ”intuitive” in the sense that they correspond to the parts in terms of which
normal observers commonly understand the objects (e.g. the legs of a table). An
alternative approach can be found in [12], who suggested that the intermediate
complexity fragments need not correspond to those intuitive parts for the pur-
pose of classifying an object. The work that we present here is more inspired in
Marr’s theory. In fact, based on the supposition of the generalized cylinders we
assume that digital images have got visual regions that can be easily detected
thanks to their cylindrical shape, and we call them curvilinear regions. The pur-
pose of our system is not to detect every component described by Marr’s theory
because it would be a quite complex computational task. However, our expe-
riments have shown that with the detection of some of them, and using them
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as features for matching and classification stages, the system is able to identify
images and scenes with promising results.

Also the above ideas lead to the discussion among ”image-based” models,
in which objects are represented as collection of viewpoint-specific features and
”structural-description” models, in which objects are represented as configu-
rations of 3D volumes. Nowadays, there is still no common agreement among
researchers. This issue is extensively discussed in the literature. In [6] a better
performance is suggested for 3D shape representations compared with open con-
tour and closed contour models. However, they find also an advantage for using
2D polygons to approximate the object surface shapes, which provides a new
framework for the studies of 3D shape representation. In [11] a mixture of both
models is suggested to obtain the most appealing aspects of both of them. In our
work, although the curvilinear regions are based on the existence of generalized
cylinders, we do not build a 3D framework. In fact, our work is more similar to
the ”image-based” models because we work with the projections of the features,
although we transform them in a way that can be interpreted as an extended
image-based approach according to [11].

In the computational literature there are other methods that uses intermediate
complex features for classifying objects and scenes with good results [7][12][10].
Our work differs mainly from these in the features that we are using, the curvi-
linear regions.

3 Curvilinear Regions

3.1 Definition

We define our features of intermediate complexity as curvilinear regions repre-
sented by a parameter vector {a(l), wl(l), wr(l)}l=0..L, being L the length of the
region, a(l) a vector defining the axis between the right and left borders (br(l)
and bl(l)), and wr(l) and wl(l) the widths of the curvilinear region (see Fig. 1).
We consider that a region is a curvilinear region if it satisfies the following con-
ditions: i) there must be a geometric similarity around the region axis, ii) ratio
between its average width and its total length must be less than a predefined
threshold, iii) left and right borders must be locally parallel, iv) the colour along
this axis should be homogeneous. The first three properties are geometrical prop-
erties. The last one is a restriction colour in order to make the detection easier,
as well as it provides the existence of a simple colour descriptor for the region.

3.2 Overview of the Proposed Method

The algorithm for detecting the curvilinear regions can be divided in several
steps. Firstly, the original image is segmented into homogeneous colour regions
using a pyramid algorithm based on the Bounded Irregular Pyramid (BIP) [8].
The obtained regions comply with the homogeneous colour property, so the geo-
metric properties of every region are checked looking for those regions with the
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Fig. 1. Definition of curvilinear region. bl(l),br(l): left and right borders, a(l) : medial
axis, wl(l),wr(l): left and right widths.

curvilinear properties (this step requires the extraction of the medial axis for
each region). As the result of this analysis step the method obtains the set of
the detected curvilinear regions. Then, a normalisation step is applied. If the
curvilinear region is enclosed inside an elliptical region whose centre is the cen-
tre of mass of the region, this step transforms the elliptical region into a cir-
cular reference region of fixed size. These normalised regions are employed as
the input of the shape descriptor, which is a contour-based approach to object
representation that uses a curvature function for the description of the bound-
ary region. This contour descriptor is invariant to rotation and translation, and
partially invariant to noise, scaling and skewing. The recognition stage matches
the obtained individual features to a database of features from known scenes
using a nearest-neighbour algorithm. This algorithm uses the curvature descrip-
tor, colour descriptor and position of the region in the image. Experimental re-
sults show that this approach to scene recognition can match images taken from
diffe-rent viewpoints if they present a similar layout, i.e. spatial distribution of
curvilinear objects.

3.3 Image Segmentation Based on the Bounded Irregular Pyramid

In the present work we have used a pyramid segmentation algorithm. We have
used a framework where the pyramid represents the image at multiple levels of
abstraction. In each level the hierarchy presents a set of vertices Vl connected by a
set of edges El. These edges connect vertices at the same level (intra-level edges)
and define also relationships between pyramid levels (inter-level edges), where the
vertices at level l connected with one vertex at level l +1 are defined as the sons
of the vertex at level l + 1, being this one the parent. The value of each parent
is computed from its sons using a reduction function. Using this framework,
the local evidence accumulation is achieved by the successive building of level
Gl+1 = (Vl+1, El+1) from level Gl =(Vl, El). We have used the bounded irregular
pyramid (BIP) proposed in [8]. In the irregular pyramids the main problem is
that the size is not bounded, but in the BIP this is solved by combining the
simplest regular and irregular structures. As we can see in Fig. 2, the segmented
images are obtained correctly with this technique.

3.4 Medial Axis Extraction and Skeleton Classification

The skeleton of the region is used for the analysis of the geometric properties
that define if a region is curvilinear or not. The skeleton is defined as a subset
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Fig. 2. Segmentation results obtained using the BIP structure: a) original image;
b)segmentation results

of pixels that preserve the topological information of the region and it must
approximate the medial axis. In this work a distance transformed approach is
used for each colour segmented region, where a distance skeleton is a subset
of grid points such that every point represents the centre of a maximal disc
contained in the given component. For estimating the distance transform of a
region we use the algorithm based on the d8-distance described in [5] which can
approximate the distance transform inside the region in only two steps, so it has
got a low computational cost. Those pixels which present a local maximum in
the distance transform belong to the distance skeleton, and by choosing them
we can obtain a skeleton for each region. These distance skeletons are generally
not connected, so we post-process them with morphological operations to obtain
connected and smooth skeletons that are used to estimate further geometric
properties.

Our method decides which parts of the skeleton belong to a curvilinear region
by estimating a set of geometric characteristics: symmetry around the skeleton,
ratio between its average width and its total length, and borders parallelism.

Symmetry Around the Skeleton. The method looks for those pixels which
comply with the requirement of symmetry around the axis as indicated in 3.1.
To describe the algorithm we can define a skeleton as the set of connected pixels
ps = (is, js), 0 ≤ s ≤ N −1, being N the number of pixels being evaluated of the
skeleton. In a first step, the normal vector is calculated for each pixel ps in the
skeleton, and the cross-points between the normal and the left and right borders
of the region are estimated. If we define pl

s and pr
s as these cross-points, then we

obtain the triplets (ps, p
l
s, p

r
s), 0 ≤ s ≤ N − 1. The symmetry condition can be

defined as:
1
N

N−1∑

s=0

(Δws − Δw)2 ≤ UΔw(1 − e
− N2

2σ2
Δw ) (1)

with
Δws = |wl

s − wr
s | (2)
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Δw =
1
N

N−1∑

s=0

Δws (3)

being wl
s the Euclidean distance between pixels ps and pl

s and wr
s the Euclidean

distance between pixels ps and pr
s. The left side in Ec. (1) is a term that grows

with the asymmetries of the region and the values UΔw and σΔw in the right
side are parameters of the method, we have used UΔw = 10 and σΔw =

√
50 in

our experiments.

Ratio. Given a position s in the skeleton, the width ws of the region is estimated
as the Euclidean distance between pixels pl

s and pr
s. In order to assure that the

ratio between the width and the total length of the region is less than a predefined
threshold, the following condition must be satisfied:

Lmax ≥ Uw
1
N

N−1∑

s=0

ws (4)

being Lmax the maximum length that the curvilinear region could have, which
is estimated with all the connected pixels of the skeleton. Uw is also a parameter
of the method set to 1.5.

Borders Parallelism. To check the borders parallelism requirement we esti-
mate the tangential vectors on the borders at pixels pl

s and pr
s. Then, we calculate

the angle between those vectors and the normal vector given a position s, obtain-
ing angles αl

s and αr
s. We consider that the borders are parallel if the following

condition is satisfied:
1
N

N−1∑

s=0

|αl
s − αr

s| ≤ UΔα (5)

UΔα is a parameter of the method set to 30 degrees.

Classification Algorithm. When the skeleton has been extracted from the
distance transform image associated to an object, the algorithm tries to join
as many pixels as possible to form a curvilinear skeleton. The algorithm starts
in an endpoint of the skeleton and it looks for adding the connected pixels
checking if Ec. (1), Ec. (4) and Ec. (5) are true with the new added pixel. If
they are true, the pixel is added and the next pixel will be studied. In case that
any requirement is not fulfilled, the curvilinear skeleton is finished and a new
curvilinear region will begin with the next positive evaluation. When all the
pixels have been evaluated inside a region, the curvilinear skeletons with close
endpoints are linked. Those parts of the objects with a skeleton evaluated as a
curvilinear skeleton are considered curvilinear regions. In our experiments, we
demand that these regions must have a minimum length of 10 pixels. Figs. 3.a
and 3.b present an experiment and its results.
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Fig. 3. a) Regions in a segmented image. The extracted skeletons have been drawn
(in green colour the skeletons classified as curvilinear and in red colour as not curvi-
linear). Also some estimated normal vectors (black colour) to the skeletons have been
drawn. b) Original image with the detected curvilinear skeletons superimposed. Several
interesting objects as the ball pen, keyboard and webcam cable have been detected.

3.5 Normalisation Stage and Shape Description

In the normalisation stage we apply a 2D normalisation before obtaining the
descriptor. For this we enclose the region inside an elliptical-shaped region and
transform it into a circular region of fixed size (see Fig. 4.a)

The transformed curvilinear regions extracted are characterized using a shape
descriptor. We have used the curvature function of the boundary of the region
as the shape descriptor, which encodes the shape contour in terms of their lo-
cal curvature or orientation. We have used an angle-based curvature estimator,
where the curve orientation is estimated at each point with respect to a refe-
rence direction. In this method, the contour curvature K(t) can be defined as the
variation of the curve slope ψ(t) with respect to t, or the inverse of the curvature
radius ρ(t):

K(t) =
δψ(t)

δt
=

1
ρ(t)

(6)

To extract K(t) we have used an approach based on a k-slope algorithm which
estimates the curvature using a k value which is adaptively changed [1]. Fig. 4.c
shows an example of a curvature function associated to a shape contour.

4 Experimental Results

The curvilinear regions detected are characterised using a 260-dimensional space
whose first two dimensions (x, y)i are the co-ordinates of the centre of mass of
the region, the second two dimensions (h, s)i are the mean hue and saturation
values of the region (HSV colour space), and the other 256 values fcii=1..256
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Fig. 4. a),b) Original and normalized curvilinear region; c)Curvilinear region shape
and associated curvature function

are the curvature function of the object shape. So, each region is characterised
by the shape of the contour, the position in the image and the homogeneous
colour inside the region. We decide that two images will be similar if their sets of
curvilinear regions are similar. For checking this similarity we define the distance
between two curvilinear regions i and j as

D(i, j) = α1

√
(xi − xj)2 + (yi − yj)2 + α2

√
s2

i + s2
j − 2sisjcosθ+

+α3max{(fci ∗ fcj)k=1..256} (7)

where θ is equal to |hi −hj| if this value is less than π, or equal to (2π−|hi −hj|)
in any other case. Parameters αi are chosen to define the importance of the
position, colour and shape into the distance measure.

Given a query image Q and a dataset of images Bi with the curvilinear regions
already characterised, the image matching process firstly extracts the set of NQ

curvilinear regions {cQi}i=1..NQ of the query image. The comparison between
Q and each image Bi is achieved by comparing each curvilinear region in Q,
cQi, with all the NBi curvilinear regions present in Bi, {cBi}i=1...NBi

. The most
similar region is then selected (if the distance value is less than a threshold) and
both curvilinear regions are paired. When all the regions are processed then a
similarity value is assigned to the image of the dataset. This similarity value is
defined as

λ = (NBi − N ′
Q + 1)

N ′
Q∑

i=1

D(cQi, cBij) (8)

where N ′
Q is the number of paired curvilinear regions. Once this similarity value

is computed for each image Bi of the dataset, they are sorted according to it.
Those images Bi with a similarity value below a threshold are possible candidates
to be matched with the query image Q.

To test this scheme, a database of 40 images obtained in an office-like envi-
ronment has been created, which are divided into 10 different scenarios. In Fig.
5 we present two example retrievals for this database where the query image is
the leftmost image in the rows, and subsequent images are nearest neighbours.
In the images, the detected regions for the match among the scenes have been
marked. To evaluate the matching performance, a normalised average rank has
been used [3]:
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R =
1

NNR
(
NR−1∑

i=0

Ri − NR(NR − 1)
2

) (9)

Ri is the rank at which the ith relevant image is retrieved, NR is the number
of relevant images for a given query, and N is the number of examples in the
database. In our experiments the normalised average rank of relevant images
present an average value of 0.025 and a standard deviation of 0.001 (if the
average value is equal to zero it means a perfect performance)

Fig. 5. Example retrievals for a database of office-like environment images

5 Conclusions and Future Work

We have presented a method which compares scenes based on the matching
of detected curvilinear regions. The proposed method is inspired in biological
theories which claim that objects can be divided in their constituent parts or
regions in order to recognize them.We represent and compare these regions using
their colour and position in the scene as well as a set of geometric properties
of them. According to the literature, we think that there is an analogy between
the curvilinear used features and the intermediate complexity features for the
identification of objects in visual processes. These intermediate complexity fea-
tures seem to be very sensitive to combinations of local shape, colour and texture
properties and they are supposed to be used in the process of identifying visual
objects. By adding the relative position in the scene to the characterization of
the features, we have extended their use not only to object recognition but also
to identify the visual scene.
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Future work should be focused to further experiments in more scenarios in
order to detect more regions in the images, and to study in more depth the
possible analogies between the curvilinear regions used in this work and the
features used in IT cortex for visual recognition, according to the most recent
discoveries in visual neuroscience.
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