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The evaluation processes are used for quality inspection, marketing and
other fields in industrial companies. This paper focuses on sensory evalua-
tion where the evaluated items are assessed by a panel of experts according
tothe knowledge acquired via human senses. Inthese evaluation processes,
the information provided by the experts implies uncertainty, vagueness and
imprecision. The use of the Fuzzy Linguistic Approach [28] has provided
successful results modelling such a type of information. Usually these
evaluation processes based on linguistic approaches have used symmet-
rical and uniformly distributed linguistic term sets in order to model the
preferences about the evaluated objects. However, in sensory evaluation is
common to find problems whose items or features need to be assessed with
assessments in scales that one side of the scale overweight the another one,
it means the use of a unbalanced linguistic scale. In this paper we present a
sensory evaluation model that manages evaluation frameworks with unbal-
anced linguistic information. This model will be applied to the sensory
evaluation process of Olive Oil that implies the definition of a proper
framework adapted to the preference modelling of the proposed evaluation
model.

Keywords: Sensory evaluation, unbalanced linguistic term sets, linguistic hierar-
chies, linguistic information.

1 INTRODUCTION

Evaluation is a complex cognitive process that involves different mechanisms
in which it is necessary to define the elements to evaluate, fix the evaluation
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framework, gather the information and obtain an evaluation assessment by
means of an evaluation process. The aim of any evaluation process is to
obtain information about the worth of an item (product, service, material,
etc.), a complete description of different aspects, indicators, criteria in order
to improve it or to compare with other items to know which are the best
ones. The information gathered in evaluation processes is usually provided by
a group of individuals, called panel of experts, where each expert expresses
his/her opinions about the evaluated items according to his/her own knowledge
and perceptions.

In this paper we focus oBensory Evaluation [12,21,24,25] that is an eval-
uation discipline where the information provided by the panel of experts, is
perceived by the human sensesight, smell, taste, touch and hearing.

When the experts’ knowledge about the evaluated items, criteria, indica-
tors, etc., is certain or such elements are quantitative in nature the assessments
provided by the experts are usually numerical values [1,6]. On the other hand
if their nature is qualitative or the experts’ knowledge involves uncertainty
and vagueness, such as it happens in sensory evaluation, the use of lin-
guistic assessments have obtained successful results in different disciplines
[2,4,7,10,13,15,18]. And the use of the fuzzy linguistic approach provides a
direct way to represent linguistic information by means of linguistic variables.

In the literature can be found many linguistic evaluation models and processes
[7,8,11,21,22], but most of them use term sets with odd cardinality where the
middle label meangdifference and the rest of labels are symmetrical and
uniformly distributed around it.

In [20] we have already presented a linguistic sensory evaluation model
for olive oil, but during its deployment; we have detected that the use of
symmetrical and uniformly linguistic term sets can bias the evaluation process.
Due to the fact that the objective of evaluation process is, to find out the
classification of an oil sample according to its features. But this classification
depends more about the values obtained by such features in the left side of
the scale than in the right side as we shall show in Section 5. Then linguistic
scales as Fig. 1, can induce some biases in the evaluation because of the use
of a finer granularity than the needed in fact. In order to avoid this situation
we propose the use of Unbalanced Linguistic scales [14,26] as in Fig. 2, such
that, there is a finer granularity in the side of the scale where it is required than
in the another one.

The use of decision approaches have been successfully applied to solve
evaluation problems in the literature [1,6,7,15,19,20]. In decision theory

Total Barely Very
Absence Perceptible Slight ~ Average Good  Good EXcellent
| ] l I ] ] ]

FIGURE 1
Symmetrical and uniformly distributed term set of 7 labels.
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Total Very
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\ | | | |
@)
Total Barely
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\ | | | |
(b)
FIGURE 2

Unbalanced linguistic term set of 5 labels.

before making a decision is carried out a decision analysis process [9] that
allows people to make decisions more consistently, i.e., it helps experts to
deal with difficult decisions. The decision analysis is a suitable approach for
evaluation processes because it helps to analyze the alternatives, criteria, indi-
cators of the element/s under study that it is the objective of the evaluation
processes.

Therefore, the aim of this paper is to propose an evaluation model based on
a decision analysis approach dealing with unbalanced linguistic information
without loss of information. In order to apply it to those problems whose
necessities are better adapted to a unbalanced modelling. We shall show an
application to olive oil sensory evaluation.

In order to do that, this paper is structured as follows: Section 2 revises
the scheme of the Decision Analysis and introduces a linguistic background
revising in short the fuzzy linguistic approach, the 2-tuple fuzzy linguistic
representation model, and linguistic hierarchical contexts. Section 3 estab-
lishes the basic ideas for managing unbalanced linguistic term sets by using
linguistic hierarchies. Section 4 proposes a Sensory Evaluation Model with
Unbalanced Linguistic Information, that it is applied to the sensory evaluation
of the olive oil in Section 5. Finally Section 6 points out some concluding
remarks.

2 PRELIMINARIES

In this section we revise the scheme of the Decision Analysis in which our
proposal of evaluation model will be based on and make a short review
of linguistic background that presents different concepts that are necessary
to manage linguistic information and to understand the proposed evaluation
model.

2.1 Decision analysis
The Decision Analysis is a discipline, which belongs to Decision Theory,
whose purpose is to help decision makers to reach a consistent decision in a
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FIGURE 3
Decision analysis scheme.

decision making problem. The evaluation process can be modelled as different
types of decision making problems, in this paper we model the evaluation
process as a Multi-Expert Decision Making (MEDM) problem. In this type
of decision problem, decision makers express their opinions about a set of
alternatives, by means of an utility vector. Aclassical decision analysis scheme
consists of the following phases (see Fig. 3):

o Identify decision, objectives and alter natives of the problem.

e Model: It defines the framework defining the structure of the problem,
in our case modelled as a MEDM [17], and the expression domains in
which the preferences can be assessed.

e Gathering information: decision makers provide their information.

e Rating alternatives. This phase obtains a collective value for each
alternative.

e Choosing best alternatives: It selects the solution from the set of alterna-
tives (applying a choice degree [3,23] to the collective values computed
in the before phase).

e Sensitiveanalysis: the solution obtained is analyzed in order to know if
it is good enough to make a decision, otherwise, go back initial phases
to improve the the quality of the results.

o Make a decision.

The application of the decision analysis to an evaluation process does not
imply all phases. The essential phases regarding an evaluation problem that
will be used in our proposal for the evaluation model are those ones dashed in
a rectangle of the Fig. 3.

2.2 Linguistic background
In order to manage unbalanced linguistic information in our proposal, we need
some tools and concepts about linguistic information. Here, we review briefly
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the Fuzzy Linguistic Approach, the 2-tuple Linguistic representation model
and theLinguistic Hierarchies.

2.2.1 Fuzzy linguistic approach
Many aspects of different activities in the real world cannot be assessed in a
guantitative form, but rather in a qualitative one, i.e., with vague or imprecise
knowledge. In that case, a better approach may be the use of linguistic assess-
ments instead of numerical values. The fuzzy linguistic approach represents
qualitative aspects as linguistic values by means of linguistic variables [28].
We have to choose the appropriate linguistic descriptors for the term set and
their semantics. In a linguistic approach an important parameter to determine
is the “granularity of uncertainty”, i.e., the cardinality of the linguistic term set
used to express the information. One possibility of generating the linguistic
term set consists of directly supplying the term set by considering all terms
distributed on a scale on which a total order is defined [27]. For example, a
set of seven terms, could be:

{so:N,s1:VL,s0:L,s3: M,sa: H,ss5:VH,sg: P}
Usually, inthese cases, itis required that in the linguistic term set there exist:

(1) Anegation operator: Nég) = s; such thatj = g —i(g + 1is the
cardinality).

(2) Anorders; <s; < i < j. Therefore, there exists a min and a max
operator.

The semantics of the terms are given by fuzzy numbers defined in,thg [0
interval, which are usually described by membership functions. In this paper,
we shall use as semantics of the linguistic terms triangular membership func-
tions whose representation is achieved by a 3-tuplé, ¢), whereb indicate
the point in which the membership value is 1, witlandc indicating the left
and right limits of the definition domain of the membership function [5]. An
example of uniformly linguistic term set may be:

P=(8311 VH=(67.831 H=(5.67.83
M =(335.67 L=(17,.33.5) VL=(0,.17 .33
N = (0,0, .17).

which is graphically shown in Fig. 4.

2.2.2 2-tuplelinguistic representation model

The use of linguistic information implies processes of Computing with
Words (CW), in [16] was presented a linguistic representation model based on
linguistic 2-tuples that carries out processes of CW in a precise way when the
linguistic term sets are symmetrical and uniformly distributed. This model is
based on the concept of symbolic translation.
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N VL L M H VH F

0 0.17 0.33 0.5 0.67 0.83 1

FIGURE 4
A set of 7 terms with its semantic.

The 2-tuple fuzzy linguistic representation model represents the linguistic
information by means of a 2-tuplés, ), wheres is a linguistic label and:
is a numerical value that represents the value of the symbolic translation.

Definition 1 ([16]). Let 8 be the result of an aggregation of the indices of a
set of labels assessed in a linguistic termSeite., the result of a symbolic
aggregation operationd € [0, g], beingg + 1 the cardinality ofS. Let

i = round(B) anda = B — i be two values, such that, € [0, g] and

a € [—.5,.5) thena is called aSymbolic Trandation.

This linguistic representation model defines a set of functions to make
transformations between linguistic 2-tuples and numerical values.

Definition 2 ([16]). Let S = {so, ..., s,} be a linguistic term set and <

[0, g] a value supporting the result of a symbolic aggregation operation, then
the 2-tuple that expresses the equivalent informatighitoobtained with the
following function:

A:[0,g] — S x[-05,05)

)i i = round(p)
Al = a=p—i ac[-5.5)

whereround is the usuatounding operation,s; has the closest index label to
“B" and “«” is the value of the symbolic translation.

We note thatA is bijective andA~1: S x [-.5,.5) —> [0, g] is defined
by A=1(s;, @) = i + «. In this way, the 2-tuples of x [—.5, .5) will be
identified with the numerical values in the intery@l g]

Remark 1. From definitions 1 and 2, it is obvious that the conversion of a
linguistic term into a linguistic 2-tuple consist of adding a value 0 as symbolic
translation:

si € S = (si,0).

The 2-tuple representation model has associated a computational model
presented in detail in [16].
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2.2.3 Linguistic hierarchies
The hierarchical linguistic structure was used in [17] to improve the precision
of the processes of CW in linguistic multi-granular contexts. We review it,
because itis utilized to keep the precision of the processes of CW dealing with
unbalanced linguistic term sets.

Alinguistic hierarchyis a set of levels, where each level is a linguistic term
set with different granularity from the remaining of levels of the hierarchy.
Each level belonging to a linguistic hierarchy is denoteldasi(t)), being:

(1) t, indicates the level of the hierarchy,

(2) n(t), the granularity of the linguistic term set of the letel

Itis assumed hierarchical levels containing linguistic terms whose member-
ship functions are triangular-shaped, symmetrical and uniformly distributed
in [0, 1]. In addition, the linguistic term sets have an odd number of elements.
The levels belonging to a linguistic hierarchy are ordered according to their
granularity. For any two consecutive leveland: + 1,n(r + 1) > n(¢). This
provides a linguistic refinement of the previous level.

From the above concepts, we define a linguistic hieratdHy,as the union
of all levelsr : LH = |, I(¢, n(2))

Given aLH, $"®, denotes the linguistic term set bH corresponding

to the levelr of LH with a granularity of uncertainty ofi(r) : $*® =
n(t) n(t)
{sg "»--s Spt)—1

Generally, we can say that the linguistic term set of levell, $**D is
obtained from its predecess6t®), as:(t, n(t)) — I(t +1,2-n(r) — 1)

A graphical example of a linguistic hierarchy is showed in Fig. 5.

In [17] was defined a transformation functiof-!, between labels from
different levels to carry out processes of CW in multi-granular linguistic

FIGURE 5
Linguistic Hierarchy of 3,5 and 9 labels.
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information contexts without loss of information, as follows:
TR, 2 1(t, n(1)) —> 1(t', n(t"))
AL D) - (n(t) — 1))

TE!, {1(t)’ n(t)y — A

p (i @) n(n) — 1

In [17] was proof that,TFg' is bijective, then the transformations between
levels of a linguistic hierarchy are carried out without loss of information.

3 UNBALANCED LINGUISTIC INFORMATION

Most of problems that model their information by using linguistic labels,
assess their linguistic variables in linguistic term sets whose, terms are uniform
and symmetrically distributed [7,8,21]. However, there exist many problems,
such as olive oil sensory evaluation, in which it is more suitable to assess
the assessments by means of linguistic term sets that are not uniform either
symmetrically distributed. We call this type of term setsuakalanced lin-
guistictermsets[14,26]. In some cases, the unbalanced linguistic information
appears either due to the nature of the linguistic variables that participate in
the problem, or in problems dealing with scales in which it is necessary to
assess preferences with a finer granularity on a side of the scale than on the
other one (see Fig. 2).

In [14] was presented in depth a methodology to deal with unbalanced
linguistic information based on two elements:

(1) An algorithm that obtains the semantics for an unbalanced term set,
S, for Fig. 2(a) by using triangular membership functioms{ (S)
computed from a Linguistic HierarchiyH (see Fig. 6 and Table 1):
Additionally the algorithm provides a boolean functid@rjd(S), that
will be used in the processes of CW.

(2) A computational model to accomplish processes of CW with unbal-
anced linguistic information in @recise way based on the 2-tuple
computational model and the transformation functions of the Linguistic
Hierarchies. Therefore, two unbalanced transformation functions were
introduced to convert an unbalanced linguistic tespg S, into a lin-
guistic term in the LH,s,’:(’) € LH =, I(t, n(1)) using the 2-tuple
computational model.

(&) £9:Itis atransformation function that associates with each unbal-
anced linguistic 2-tuplés;, o), s; € S, its respective linguistic
2-tuple in LH(s;”, @), s;® € LH.

£8: (S x [0.5,-0.5)) — (LH x [0.5, —0.5)),



A MODEL WITH UNBALANCED LINGUISTIC INFORMATION 237
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FIGURE 6
Semantic representation of a unbalanced linguistic term set.

S LH(S)  Brid(s)
so = Poor SIG(EJ(;) =s5 False
si=Average  s;p) =s§ True

s2 = Good sps) =55 True
s3=\VeryGood s;3) =s9 False

s4 = Excellent sf(g) =sg False

TABLE 1
LH (S) andBrid(S)

such that,V(s;, ;) € (S x [0.5,-0.5) = £H(s;, ) =
(s7(sy - @)
1G) > %i)-

(b) £$~1: Transformation function that associates with each linguis-
tic 2-tuple expressed in LH its respective unbalanced linguistic
2-tupleinsS.

£971: (LH x [0.5, —=0.5)) — (S x [0.5, —0.5)),

beingr a level of LH, then it was defined by cases see [14].
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FIGURE 7
Scheme of an aggregation operator of unbalanced linguistic information.

Afurther detailed description of the algorithm an computational
model for unbalanced linguistic term sets can be found in [14].

The unbalanced linguistic computational model defines a com-
parison operator, a negation operator and a tool for aggregating
unbalanced linguistic information. These operators use the trans-
formation functions£$ and£$~* and its operational scheme can
be seen in Fig. 7. That will be used and explained in further detail
in the following section.

4 SENSORY EVALUATION MODEL DEALINGWITH
UNBALANCED LINGUISTIC INFORMATION

The aim of this paper is to present a Sensory Evaluation model based on the
linguistic decision analysis [9] to deal with unbalanced linguistic information.
In order to obtain an evaluation framework where the experts can express their
preferences in unbalanced linguistic term sets with different discrimination
levels on both sides of the scale, and the processes of CW can be carried out
without loss of information. Such that, we can apply it to the olive oil sensory
evaluation process.

The decision analysis scheme that will use our proposal for the sensory
evaluation model consists of the following phases (graphically, Fig. 8) revised
in Section 2.1:

o |dentify Evaluated Objects.
e Evaluation Framework.

e Gathering Information.

Rating Objects.

e Evaluation Results.
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FIGURE 8
Sensory Evaluation Scheme based on linguistic 2-tuple decision analysis.

The following subsections present in detail the main phases of the above
linguistic sensory evaluation model.

4.1 Evaluation framework
In this phase it is defined the evaluation framework, such that, it is fixed the
problem structure, the linguistic descriptors and semantics that will be used by
the panel of experts to provide their assessments about the evaluated objects.
Due to the fact that, our interest is focused on sensory evaluation problems
dealing with unbalanced linguistic information in which, the experts need a
greater level of distinction in one side of the evaluation scale than in the other
one. We propose an unbalanced linguistic evaluation framework based on a
MEDM problem structure where, the experts can express their opinions by
means of labels belonging to unbalanced linguistic term sets [14]. In such a
case, all the experts provide their sensory subjective preferences using one
unbalanced linguistic term set. Hence the evaluation framework will be as the
following one:

E ={e1, ..., ey}, apanel of experts

S = {s0, ..., s¢}, unbalanced linguistic term set

X = {x1, ..., x} Set of items to be evaluated sensorially

F ={f1,..., fn} set of sensory features that characterizes each

evaluated itemy;

Once the unbalanced term sét, has been fixed. Its semantics will be
obtained applying the algorithm for representing the unbalanced labels (see
Fig. 12). Furthermore, the algorithm provides information to manage the
processes of CW.

This framework facilitates the modelling of unbalanced assessments in
evaluation processes and the computing processes with such a type of
information.

4.2 Gathering information
Once the framework has been defined in order to evaluate the different items,
the evaluation process must obtain the knowledge from the panel of experts.
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Given that, the framework has been fixed with a MEDM [17] problem struc-
ture, the experts will provide their knowledge by using utility vectors that
contain a linguistic assessment for each evaluated feature. Each expert,
provides his/her preferences$rby means of an utility vector:

Y i i i i
Ul —{ull,...,ulh,u21,...,u2h,...,uml,...,umh}

Whereuj?'k € § is the assessment provided to the featfiref the itemx; by
the expert;.

Consequently, in the gathering process every expevtll provide his/her
utility vector U; expressed by linguistic labels in the unbalanced linguistic
term setS, fixed in the evaluation framework.

4.3 Rating objects

The aim of the sensory evaluation process is to obtain information about the
worth of an evaluated item. So, this phase of the evaluation model computes
a global value for each item according to the information gathered. In order to
operate with the unbalanced linguistic labels, this model will use the unbal-
anced linguistic computing model [14]. The linguistic preferences provided by
the experts will be transformed into linguistic 2-tuples (by usingRamark

12u3»k = (u’;, 0)). Then, according to the computational scheme showed in
the Fig. 7 tlzuese 2-tuples will be transformed into linguistic values in the LH
by means of’).

In fact, the semantics of the unbalanced term kkit(S), will belong to
different levels of the LH, then we cannot operate directly with the information
gathered. So we will conduct these labels into an unigue level of the LH, called
Basic Representation Level and noted agsr,. which will support the computa-
tional processes of unbalanced linguistic assessments [17]. We cBaases
the level of LH used in the representation algorithm which has associated the
highest granularity. The experts’ preferenc(e%{, a) € S x [-0.5,0.5), are

transformed into linguistic 2-tuples i§1'8R) by means of2$ that uses the
transformation functionTFﬁBRL. A graphical example of the whole unification
process for an unbalanced linguistic label can be seen in Fig. 9.

Once the information has been conducted into one expression domain,
sneRY it is applied a two-step aggregation process to compute a global

evaluation for the evaluated item:

(1) Computing collective evaluations for each feature: first, the rating pro-
cess will compute a collective linguistic 2-tupléyjx, o), for each
feature, f¢, of the object ;, using an aggregation operatdGOP1, on
the assessments provided by the experts representgg in

(ujk, &) = AGOP1 (g, @1), . .., (f, @), uj € "3

(2) Computing a collective evaluation for each object: the final aim of
the rating process is to obtain a global evaluation;,, «), for each
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FIGURE 9
Semantic representation of the sensory evaluation in LH.

evaluated objecty;, according to all the experts and all features that
take part in the sensory evaluation process. To do so, this process will
aggregate the collective linguistic 2-tuples for each object by using an
aggregation operatoAGOP;:

(uj, o) = AGOP2((uj1, a1), ..., (Ujh, ap)), uj € SR

The aggregation operator&GOP; and AGOP», could be the same or
different ones depending on each sensory evaluation problem.

The aggregation results, will be obtainediH®”) and our model aim is to
express them in the initial expression domain, i.e., the unbalanced linguistic
term setS. To do so, the model will apply the transformation functidsz*-
in £671 to the results(u;, @), obtained byAGOP,.

5 OLIVE OIL SENSORY EVALUATION

The virgin olive oil is distinguished of the rest of vegetal oils, because, its
special organoleptical properties of color, scent and flavor. The evaluation of
their organoleptical properties of scent and flavor are determined by means
of the application of the sensorial analysis. The sensory evaluation is used as
measure of quality of the oil and identifies their different categories (virgin
extra, virgin, ordinary virgin or lampante)

Currently, the classification of virgin olive oil samples is made according
to the intensity of the defects and positive attributes (see Table 2) by a group

1URL:http:/imww.internationaloliveoil.org/downloads/orga6. pdf.
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Negative attributes Positive attributes

Fusty Fruity
Musty-Humid

Muddy sediment
Wine-Vinegary

Metallic

Rancid

TABLE 2
Attributes of olive oil

PROFILE SHEET

INTENSITY

PERCEPTION OF
DEFECTS 0 10

Fusty

Musty—Humid

Wine—Vinegary

Muddy sediment

Metallic

Rancid

Others (specify)

PERCEPTION OF
POSITIVE
ATTRIBUTES

Fruity

FIGURE 10
Profile sheet.

EEERERR

of experts selected and trained as a panel, other attributes can be used for
other categorizations but, they are not used in this classification. The experts
fill up the profile sheet, showed in Fig. 10, with quantitative values according
to the intensity of their perceptions about each of the negative and positive
attributes.

According to the intensity of the defects and positive attributes of the olive
oil, it will be classified as:

(1) ExtraVirgin grade when the median of the defects is equal to 0 and the
median of the fruity attribute is more than 0.
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(2) Virgin grade when the median of the defects is more than 0 and less
than or equal to 2.5 and the median of the fruity attribute is more than 0.

(3) Ordinary Virgin grade when the median of the defects is more than 2.5
and less than or equal to 6.0 or when the median of the defects is
less than or equal to 2.5 and the median of the fruity attribute is
equal to 0.

(4) Lampantevirgin grade when the median of the defects is more than 6.0.

Therefore, in the numerical scale and as we shall show later in the linguistic
one too, we can point out that the classifier needs a finer granularity in the left
side of the scale because the classification constraints (1)—(4) focus on those
values in order to classify the olive oil samples.

Our aim is to define a proper qualitative framewaork for the olive oil sensory
evaluation, taking into account that, the evaluated properties (see Table 2) are
better adapted to an unbalanced scale with a finer granularity in the left side. We
shall propose an unbalanced linguistic framework for this evaluation process
and apply the model proposed in section 4, to classify olive oil samples in
such an evaluation framework.

5.1 Unbalanced linguistic evaluation framewor k

First, we have to define the framework based on unbalanced linguistic informa-
tion to evaluate olive oil samples. After a survey with different connoisseurs,
the scale utilized to assess in a qualitative way the intensity of attributes are
modelled by a unbalanced linguistic term set with five labels with the following
syntax and distribution (see Fig. 11):

S = {Total Absence, Barely Perceptible, Sight, Average, Great}

In order to understand easily so the framework as the remaining phases
of the model. Let's suppose an Olive Oil Tasting Panel of eight connoisseurs
E = {e1, ..., eg} will evaluate the intensity of the negative attributEssty,
Musty-Humid, Muddy sediment, Wine-Vinegary, Metallic, Rancid and the
positive oneFruity. These attributes will be noted ak,= {f1, ..., f7}, set
of sensorial attributes for a sample of Olive QOil.

Applying the representation algorithm of unbalanced linguistic information
to model the unbalanced ter$rusing theLH showed in Fig.5. The algorithm
provides the semantic representation showed in Fig. 12 andHk§) and
Brid(S), which are given in Table 3.

Total  Barely
AbsencePerceptible Slight
| ] ]

Avlerage Gred

FIGURE 11
Semantic representation of the sensory evaluation in LH.
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Total Barely

Absence Perceptible  Slight Average Grea
—~1
-
—
-~
-~
-
-
Ve N
Ve N
/ N
\
\
Total Barely
Absence Perceptible  Slight Average Grea

FIGURE 12
Semantic representation of the sensory evaluation in LH.

S LH (S) Brid(S)
so = Total Absence (TA) sf(g;) =s5 False
s1 = Barely Perceptible (BP) sIG(%) =s) False
s> = Sight (S) spe) =59 True
s3 = Average (A) s,G(g) =s3 True
s4 = Great (G) 5%3) =s3 False

TABLE 3
LH (S) andBrid(S)

The semantics and syntax of the linguistic term set used in the evaluation
process are:
so = Total Absence = (0, 0, .125), s1 = Barely Perceptible = (0, .125, .25)
s2 = Sight = (.125 .25, .5), s3 = Average = (.25, .5, 1),
sq = Great = (.5,1,1)

5.2 Gatheringinformation

In our qualitative framework, the experts of the Tasting Panel provide their
preferences about the attributes of the Table 2. In Table 4 we can see the
preferences provided by our panel. These preferences are provided by filling
the form showed in the Fig. 13:
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i f2 fz3 fa fs fe

e1r TA - TA TA TA TA TA
e2 TA TA TA TA TA TA
e3 TA - TA TA TA TA TA
es., TAOTA TA TA TA TA
es TA TA TA TA TA TA
es TA TA TA TA TA TA
ez TA - TA TA TA TA TA
es TA TA TA TA TA TA

>

QAP LU

TABLE 4
Olive oil tasting panel’s utility vectors for the attributes

PROFILE SHEET

INTENSITY

PERCEPTION OF
DEFECTS Total ~ Barely _
AbsencePerceptible Slight Average Great
L

Fusty [ | |

Musty—Humid

Wine—Vinegary

Muddy sediment

Metallic

Rancid

Others (specify) [ | | | J

PERCEPTION OF
POSITIVE
ATTRIBUTES

Fruity

FIGURE 13
Profile sheet.

Dueto the fact that, we are dealing with an unbalanced linguistic framework
the experts preferences will be transformed into 2-tuple representation model
using the symbolic representatigrinstead of its syntax to manage easily this
information, the results of this transformation is showed in Table 5.

5.3 Rating objects

The classification of olive oil samples is carried out according to the intensity
of the defects and the fruity. To do so and according to the proposed model,
it is computed a collective value from the evaluated features. In our case the
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f f2 f3 fa S5 fe N

er (50,00 (50,0) (50,0) (50,0) (50,00 (50,0 (53,0
e2 (50,00 (50,00 (50,0) (50,0) (50,0 (50,00 (s52,0)
e3 (50,0 (50.0) (50.0) (50.0) (50.0) (50,0 (52,0
eq (50,00 (50.0) (50.0) (50,0) (50,00 (50,00 (52,0
es (50,00 (50,0) (50,0) (50,0) (50,00 (50,00 (52,0
e (50,00 (50,0) (50,0) (50,0) (50,00 (50,00 (53,0
e7 (50,0 (50,0) (50,0) (50,0) (50,00 (50,00 (54,0
eg (50,00 (50,00 (50,0) (50,0) (50,00 (50,0 (54,0)

TABLE 5
Olive oil tasting panel’s utility vectors for the feature the 2-tuple representation model

negative features and the fruity feature. In the quantitative model this collec-
tive value is computed by using the median operator, so in our proposal we
shall extend the median operator to deal with linguistic 2-tuples that is defined
as follows:

Definition 3. Let X = {(sj, o)1, ..., (sj, @)}, s; € S = {s0, ..., 5} be an
ordered set of 2-tuples arigl;, a), is the k-th largest of the elements in X, the
2-tuple median operatdried (X) is computed as,

Med(X) = (s, a)%fl if nis odd

Med(X) =
X {Med(X): (Sj,()l)% if nis even

When n is even the value of the median is not unigugled(X) e
[(s, @)y, (s, @) z1]. More generally:

A7 )y + AT @)
Med(X) = A z

2
Then, the rating process for this problem consists of two aggregation steps:

(1) Computing collective evaluations for each feature: We use the aggre-
gation operator for 2-tuplea”, being F = Med(X) i.e., the median
for 2-tuples defined above. In Table 6 we show the collective values
obtained by the median.

bl f2 f3 fa f5 fe N
AF(f) (50,00 (50.0) (50,0) (50,0) (50,0) (50,0) (53,0

TABLE 6
Collective values for each feature
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An example of the computation of the median for the attribute positive
fruity, f7, is:

(s3,0) = AF[(53,0), (52, 0), (52, 0), (52, 0), (52, 0), (53, 0),
(54, 0), (54, 0)]
= 2o AT (TR (£9(s3,0)), TFL  (£H(s2,0)),

1BRL 1BRL
TR (£6(s2, 0), TF!_ (£5(s2, 0),
TFL  (£9(s2,0)), TFL (£6(s3, 0)),
TRl (8954, ), TRl (86 (5. 0)]
Being,
terL = Max{3,2,1,1} =3
and
£6(s3,0) = 577 =53,
£6(52.0) = 572 =57,
£6(s4,0) = 55 =53,
then,

AF[(s3,0), (52, 0), (2, 0), (52, 0), (52, 0), (53, 0), (54, 0), (52, 0)]
= L5 AT (TF3((s3, 0), TF3((s7. 0), TF3((s3. 0)).
TF3((s3. 0)), TF5((s3. 0)). TF3((s5, 0)), TF5((s3. 0)).
TF3((s3, 0)]
= £ AT ((53. 0), (53, 0), (53, 0), (53, 0), (53, 0), (53, 0),
(s3.0), (s3. 0]
= £67(s3.0) = (53, 0)

(2) Computing a collective evaluation for each object: in the olive oil
sensory evaluation this process obtains two different values. One for
the negative features, noted é&sand another one noted asfor the
fruity attribute. Those values are computed as:

d =max(g1, ..., &gn),

beingg; = AF(f;), the median for the negative featurgsi e
{1,2,3,4,5,6}. And

p=A"(fD),
the median for the fruity feature. From these values the olive oil sam-
ple will be classified according to the classifigix, y), that uses the
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valuesd andp as follows:

extra virgin d = (s0,0) and p > (so,0)
virgin (d> (50,00 and d < (s2,0) and
p > (s0,0)

| (d =
cld. p) ordinary virgin  (s2, 0) < d <= (s3,0.1) or

d <=(s2,0) and p = (s0,0)
lampante virgin  d > (s3,0.1)

In our example:
d = (so, 0) = max{(so, 0), (s, 0), (s0, 0), (s0, 0), (50, 0), (s0, O)},
andp = (s3, 0) then
cl((so, 0), (s3,0)) = extra virgin.
The classification for the sample of olive oilasgtra virgin.

6 CONCLUDING REMARKS

The sensory evaluation is a process in which the information provided by the
experts involves uncertainty because it is acquired via human senses. There-
fore, the use of linguistic information to model its variables can provide a
suitable framework to deal with such uncertainty. Usually in such a case, uni-
form and symmetrically distributed term sets are used to assess the linguistic
variables. However, we can find sensory evaluation problems in which the
experts need a greater level of distinction in one side of the evaluation scale
than in the another one. In this paper, we have presented a sensory evaluation
model that offers an unbalanced linguistic evaluation framework to the experts
in order to model linguistic scales for the evaluation process that are not sym-
metrical either uniformly distributed. And it provides an evaluation model that

is able to deal with this type of information without loss of information.
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