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The evaluation processes are used for quality inspection, marketing and
other fields in industrial companies. This paper focuses on sensory evalua-
tion where the evaluated items are assessed by a panel of experts according
to the knowledge acquired via human senses. In these evaluation processes,
the information provided by the experts implies uncertainty, vagueness and
imprecision. The use of the Fuzzy Linguistic Approach [28] has provided
successful results modelling such a type of information. Usually these
evaluation processes based on linguistic approaches have used symmet-
rical and uniformly distributed linguistic term sets in order to model the
preferences about the evaluated objects. However, in sensory evaluation is
common to find problems whose items or features need to be assessed with
assessments in scales that one side of the scale overweight the another one,
it means the use of a unbalanced linguistic scale. In this paper we present a
sensory evaluation model that manages evaluation frameworks with unbal-
anced linguistic information. This model will be applied to the sensory
evaluation process of Olive Oil that implies the definition of a proper
framework adapted to the preference modelling of the proposed evaluation
model.

Keywords: Sensory evaluation, unbalanced linguistic term sets, linguistic hierar-
chies, linguistic information.

1 INTRODUCTION

Evaluation is a complex cognitive process that involves different mechanisms
in which it is necessary to define the elements to evaluate, fix the evaluation
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framework, gather the information and obtain an evaluation assessment by
means of an evaluation process. The aim of any evaluation process is to
obtain information about the worth of an item (product, service, material,
etc.), a complete description of different aspects, indicators, criteria in order
to improve it or to compare with other items to know which are the best
ones. The information gathered in evaluation processes is usually provided by
a group of individuals, called panel of experts, where each expert expresses
his/her opinions about the evaluated items according to his/her own knowledge
and perceptions.

In this paper we focus onSensory Evaluation [12,21,24,25] that is an eval-
uation discipline where the information provided by the panel of experts, is
perceived by the human senses ofsight, smell, taste, touch and hearing.

When the experts’ knowledge about the evaluated items, criteria, indica-
tors, etc., is certain or such elements are quantitative in nature the assessments
provided by the experts are usually numerical values [1,6]. On the other hand
if their nature is qualitative or the experts’ knowledge involves uncertainty
and vagueness, such as it happens in sensory evaluation, the use of lin-
guistic assessments have obtained successful results in different disciplines
[2,4,7,10,13,15,18]. And the use of the fuzzy linguistic approach provides a
direct way to represent linguistic information by means of linguistic variables.
In the literature can be found many linguistic evaluation models and processes
[7,8,11,21,22], but most of them use term sets with odd cardinality where the
middle label meansindifference and the rest of labels are symmetrical and
uniformly distributed around it.

In [20] we have already presented a linguistic sensory evaluation model
for olive oil, but during its deployment; we have detected that the use of
symmetrical and uniformly linguistic term sets can bias the evaluation process.
Due to the fact that the objective of evaluation process is, to find out the
classification of an oil sample according to its features. But this classification
depends more about the values obtained by such features in the left side of
the scale than in the right side as we shall show in Section 5. Then linguistic
scales as Fig. 1, can induce some biases in the evaluation because of the use
of a finer granularity than the needed in fact. In order to avoid this situation
we propose the use of Unbalanced Linguistic scales [14,26] as in Fig. 2, such
that, there is a finer granularity in the side of the scale where it is required than
in the another one.

The use of decision approaches have been successfully applied to solve
evaluation problems in the literature [1,6,7,15,19,20]. In decision theory

Absence AverageSlightPerceptible
BarelyTotal Very

GoodGood Excellent

FIGURE 1
Symmetrical and uniformly distributed term set of 7 labels.
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Absence AverageSlightPerceptible
BarelyTotal

Excellent

(b)

Absence Average
Total Very

GoodGood Excellent

(a)

FIGURE 2
Unbalanced linguistic term set of 5 labels.

before making a decision is carried out a decision analysis process [9] that
allows people to make decisions more consistently, i.e., it helps experts to
deal with difficult decisions. The decision analysis is a suitable approach for
evaluation processes because it helps to analyze the alternatives, criteria, indi-
cators of the element/s under study that it is the objective of the evaluation
processes.

Therefore, the aim of this paper is to propose an evaluation model based on
a decision analysis approach dealing with unbalanced linguistic information
without loss of information. In order to apply it to those problems whose
necessities are better adapted to a unbalanced modelling. We shall show an
application to olive oil sensory evaluation.

In order to do that, this paper is structured as follows: Section 2 revises
the scheme of the Decision Analysis and introduces a linguistic background
revising in short the fuzzy linguistic approach, the 2-tuple fuzzy linguistic
representation model, and linguistic hierarchical contexts. Section 3 estab-
lishes the basic ideas for managing unbalanced linguistic term sets by using
linguistic hierarchies. Section 4 proposes a Sensory Evaluation Model with
Unbalanced Linguistic Information, that it is applied to the sensory evaluation
of the olive oil in Section 5. Finally Section 6 points out some concluding
remarks.

2 PRELIMINARIES

In this section we revise the scheme of the Decision Analysis in which our
proposal of evaluation model will be based on and make a short review
of linguistic background that presents different concepts that are necessary
to manage linguistic information and to understand the proposed evaluation
model.

2.1 Decision analysis
The Decision Analysis is a discipline, which belongs to Decision Theory,
whose purpose is to help decision makers to reach a consistent decision in a
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Model:
Problem Structure
Uncertainties
Preferences

Gathering
Information

Rating
Alternatives

Choosing best
Alternatives

Sensitive
Analysis

If further analysis
needed ?

Make a decision

Yes

No

Identify Decision,
Objetives and
Alternatives

FIGURE 3
Decision analysis scheme.

decision making problem. The evaluation process can be modelled as different
types of decision making problems, in this paper we model the evaluation
process as a Multi-Expert Decision Making (MEDM) problem. In this type
of decision problem, decision makers express their opinions about a set of
alternatives, by means of an utility vector. Aclassical decision analysis scheme
consists of the following phases (see Fig. 3):

• Identify decision, objectives and alternatives of the problem.

• Model: It defines the framework defining the structure of the problem,
in our case modelled as a MEDM [17], and the expression domains in
which the preferences can be assessed.

• Gathering information: decision makers provide their information.

• Rating alternatives: This phase obtains a collective value for each
alternative.

• Choosing best alternatives: It selects the solution from the set of alterna-
tives (applying a choice degree [3,23] to the collective values computed
in the before phase).

• Sensitive analysis: the solution obtained is analyzed in order to know if
it is good enough to make a decision, otherwise, go back initial phases
to improve the the quality of the results.

• Make a decision.

The application of the decision analysis to an evaluation process does not
imply all phases. The essential phases regarding an evaluation problem that
will be used in our proposal for the evaluation model are those ones dashed in
a rectangle of the Fig. 3.

2.2 Linguistic background
In order to manage unbalanced linguistic information in our proposal, we need
some tools and concepts about linguistic information. Here, we review briefly

bd
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the Fuzzy Linguistic Approach, the 2-tuple Linguistic representation model
and theLinguistic Hierarchies.

2.2.1 Fuzzy linguistic approach
Many aspects of different activities in the real world cannot be assessed in a
quantitative form, but rather in a qualitative one, i.e., with vague or imprecise
knowledge. In that case, a better approach may be the use of linguistic assess-
ments instead of numerical values. The fuzzy linguistic approach represents
qualitative aspects as linguistic values by means of linguistic variables [28].

We have to choose the appropriate linguistic descriptors for the term set and
their semantics. In a linguistic approach an important parameter to determine
is the “granularity of uncertainty”, i.e., the cardinality of the linguistic term set
used to express the information. One possibility of generating the linguistic
term set consists of directly supplying the term set by considering all terms
distributed on a scale on which a total order is defined [27]. For example, a
set of seven termsS, could be:

{s0 : N, s1 : VL, s2 : L, s3 : M, s4 : H, s5 : VH , s6 : P }
Usually, in these cases, it is required that in the linguistic term set there exist:

(1) A negation operator: Neg(si) = sj such thatj = g − i(g + 1 is the
cardinality).

(2) An order:si ≤ sj ⇐⇒ i ≤ j . Therefore, there exists a min and a max
operator.

The semantics of the terms are given by fuzzy numbers defined in the [0, 1]
interval, which are usually described by membership functions. In this paper,
we shall use as semantics of the linguistic terms triangular membership func-
tions whose representation is achieved by a 3-tuple(a, b, c), whereb indicate
the point in which the membership value is 1, witha andc indicating the left
and right limits of the definition domain of the membership function [5]. An
example of uniformly linguistic term set may be:

P = (.83, 1, 1) VH = (.67, .83, 1) H = (.5, .67, .83)
M = (.33, .5, .67) L = (.17, .33, .5) VL = (0, .17, .33)
N = (0, 0, .17).

which is graphically shown in Fig. 4.

2.2.2 2-tuple linguistic representation model
The use of linguistic information implies processes of Computing with
Words (CW), in [16] was presented a linguistic representation model based on
linguistic 2-tuples that carries out processes of CW in a precise way when the
linguistic term sets are symmetrical and uniformly distributed. This model is
based on the concept of symbolic translation.
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N VL L M H VH P

0 0.17 0.33 0.5 0.67 0.83 1

FIGURE 4
A set of 7 terms with its semantic.

The 2-tuple fuzzy linguistic representation model represents the linguistic
information by means of a 2-tuple,(s, α), wheres is a linguistic label andα
is a numerical value that represents the value of the symbolic translation.

Definition 1 ([16]). Let β be the result of an aggregation of the indices of a
set of labels assessed in a linguistic term setS, i.e., the result of a symbolic
aggregation operation.β ∈ [0, g], being g + 1 the cardinality ofS. Let
i = round(β) and α = β − i be two values, such that,i ∈ [0, g] and
α ∈ [−.5, .5) thenα is called aSymbolic Translation.

This linguistic representation model defines a set of functions to make
transformations between linguistic 2-tuples and numerical values.

Definition 2 ([16]). Let S = {s0, . . . , sg} be a linguistic term set andβ ∈
[0, g] a value supporting the result of a symbolic aggregation operation, then
the 2-tuple that expresses the equivalent information toβ is obtained with the
following function:

� : [0, g] −→ S × [−0.5, 0.5)

�(β) =
{

si i = round(β)

α = β − i α ∈ [−.5, .5)

whereround is the usualrounding operation,si has the closest index label to
“β” and “α” is the value of the symbolic translation.

We note that� is bijective and�−1 : S × [−.5, .5) −→ [0, g] is defined
by �−1(si, α) = i + α. In this way, the 2-tuples ofS × [−.5, .5) will be
identified with the numerical values in the interval[0, g]
Remark 1. From definitions 1 and 2, it is obvious that the conversion of a
linguistic term into a linguistic 2-tuple consist of adding a value 0 as symbolic
translation:

si ∈ S =⇒ (si, 0).

The 2-tuple representation model has associated a computational model
presented in detail in [16].
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2.2.3 Linguistic hierarchies
The hierarchical linguistic structure was used in [17] to improve the precision
of the processes of CW in linguistic multi-granular contexts. We review it,
because it is utilized to keep the precision of the processes of CW dealing with
unbalanced linguistic term sets.

A linguistic hierarchy is a set of levels, where each level is a linguistic term
set with different granularity from the remaining of levels of the hierarchy.
Each level belonging to a linguistic hierarchy is denoted asl(t, n(t)), being:

(1) t, indicates the level of the hierarchy,

(2) n(t), the granularity of the linguistic term set of the levelt.

It is assumed hierarchical levels containing linguistic terms whose member-
ship functions are triangular-shaped, symmetrical and uniformly distributed
in [0, 1]. In addition, the linguistic term sets have an odd number of elements.
The levels belonging to a linguistic hierarchy are ordered according to their
granularity. For any two consecutive levelst andt + 1, n(t + 1) > n(t). This
provides a linguistic refinement of the previous level.

From the above concepts, we define a linguistic hierarchy,LH , as the union
of all levelst : LH = ⋃

t l(t, n(t))

Given aLH , Sn(t), denotes the linguistic term set ofLH corresponding
to the level t of LH with a granularity of uncertainty ofn(t) : Sn(t) =
{sn(t)

0 , . . . , s
n(t)
n(t)−1}

Generally, we can say that the linguistic term set of levelt + 1, Sn(t+1), is
obtained from its predecessor,Sn(t), as:l(t, n(t)) → l(t + 1, 2 · n(t) − 1)

A graphical example of a linguistic hierarchy is showed in Fig. 5.
In [17] was defined a transformation function,TF t

t ′ between labels from
different levels to carry out processes of CW in multi-granular linguistic

FIGURE 5
Linguistic Hierarchy of 3,5 and 9 labels.
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information contexts without loss of information, as follows:

TF t
t ′ : l(t, n(t)) −→ l(t ′, n(t ′))

TF t
t ′(s

n(t)
i , αn(t)) = �

(
�−1(s

n(t)
i , αn(t)) · (n(t ′) − 1)

n(t) − 1

)

In [17] was proof that,TF t ′
t is bijective, then the transformations between

levels of a linguistic hierarchy are carried out without loss of information.

3 UNBALANCED LINGUISTIC INFORMATION

Most of problems that model their information by using linguistic labels,
assess their linguistic variables in linguistic term sets whose, terms are uniform
and symmetrically distributed [7,8,21]. However, there exist many problems,
such as olive oil sensory evaluation, in which it is more suitable to assess
the assessments by means of linguistic term sets that are not uniform either
symmetrically distributed. We call this type of term sets as,unbalanced lin-
guistic term sets [14,26]. In some cases, the unbalanced linguistic information
appears either due to the nature of the linguistic variables that participate in
the problem, or in problems dealing with scales in which it is necessary to
assess preferences with a finer granularity on a side of the scale than on the
other one (see Fig. 2).

In [14] was presented in depth a methodology to deal with unbalanced
linguistic information based on two elements:

(1) An algorithm that obtains the semantics for an unbalanced term set,
S, for Fig. 2(a) by using triangular membership functions,LH (S)

computed from a Linguistic Hierarchy,LH (see Fig. 6 and Table 1):
Additionally the algorithm provides a boolean function,Brid(S), that
will be used in the processes of CW.

(2) A computational model to accomplish processes of CW with unbal-
anced linguistic information in aprecise way based on the 2-tuple
computational model and the transformation functions of the Linguistic
Hierarchies. Therefore, two unbalanced transformation functions were
introduced to convert an unbalanced linguistic term,si ∈ S, into a lin-
guistic term in the LH,sn(t)

k ∈ LH = ⋃
t l(t, n(t)) using the 2-tuple

computational model.

(a) LH: It is a transformation function that associates with each unbal-
anced linguistic 2-tuple(si, α), si ∈ S, its respective linguistic
2-tuple in LH(s

n(t)
k , α), s

n(t)
k ∈ LH .

LH : (S × [0.5, −0.5)) → (LH × [0.5, −0.5)),
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GoodAverage Excellent
Total

Absence

Total
Absence Average Good

Very
Good

Very
Good

Excellent

FIGURE 6
Semantic representation of a unbalanced linguistic term set.

S LH (S) Brid(S)

s0 = Poor s
G(0)
I (0) = s3

0 False

s1 = Average s
G(1)
I (1) = s3

1 True

s2 = Good s
G(2)
I (2) = s5

3 True

s3 = Very Good s
G(3)
I (3) = s9

7 False

s4 = Excellent s
G(4)
I (4) = s9

8 False

TABLE 1
LH (S) andBrid(S)

such that,∀(si, αi) ∈ (S × [0.5, −0.5)) =⇒ LH(si, αi) =
(s

G(i)
I (i) , αi).

(b) LH−1: Transformation function that associates with each linguis-
tic 2-tuple expressed in LH its respective unbalanced linguistic
2-tuple inS.

LH−1 : (LH × [0.5, −0.5)) → (S × [0.5, −0.5)),

beingt a level of LH, then it was defined by cases see [14].
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FIGURE 7
Scheme of an aggregation operator of unbalanced linguistic information.

A further detailed description of the algorithm an computational
model for unbalanced linguistic term sets can be found in [14].

The unbalanced linguistic computational model defines a com-
parison operator, a negation operator and a tool for aggregating
unbalanced linguistic information. These operators use the trans-
formation functions,LH andLH−1 and its operational scheme can
be seen in Fig. 7. That will be used and explained in further detail
in the following section.

4 SENSORY EVALUATION MODEL DEALING WITH
UNBALANCED LINGUISTIC INFORMATION

The aim of this paper is to present a Sensory Evaluation model based on the
linguistic decision analysis [9] to deal with unbalanced linguistic information.
In order to obtain an evaluation framework where the experts can express their
preferences in unbalanced linguistic term sets with different discrimination
levels on both sides of the scale, and the processes of CW can be carried out
without loss of information. Such that, we can apply it to the olive oil sensory
evaluation process.

The decision analysis scheme that will use our proposal for the sensory
evaluation model consists of the following phases (graphically, Fig. 8) revised
in Section 2.1:

• Identify Evaluated Objects.

• Evaluation Framework.

• Gathering Information.

• Rating Objects.

• Evaluation Results.
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Evaluation
Results

Identify Evaluated Model (Evaluation Framework):

Semantics
Descriptors

Problem Structure

Linguistic Domain

Linguistic Preferences

Computing ModelInformation
Gathering

Objects

Rating Objects

Unbalanced Linguistic Information

FIGURE 8
Sensory Evaluation Scheme based on linguistic 2-tuple decision analysis.

The following subsections present in detail the main phases of the above
linguistic sensory evaluation model.

4.1 Evaluation framework
In this phase it is defined the evaluation framework, such that, it is fixed the
problem structure, the linguistic descriptors and semantics that will be used by
the panel of experts to provide their assessments about the evaluated objects.

Due to the fact that, our interest is focused on sensory evaluation problems
dealing with unbalanced linguistic information in which, the experts need a
greater level of distinction in one side of the evaluation scale than in the other
one. We propose an unbalanced linguistic evaluation framework based on a
MEDM problem structure where, the experts can express their opinions by
means of labels belonging to unbalanced linguistic term sets [14]. In such a
case, all the experts provide their sensory subjective preferences using one
unbalanced linguistic term set. Hence the evaluation framework will be as the
following one:

E = {e1, . . . , en}, a panel of experts.

S = {s0, . . . , sg}, unbalanced linguistic term set.

X = {x1, . . . , xm} set of items to be evaluated sensorially.

F = {f1, . . . , fh} set of sensory features that characterizes each

evaluated itemxi

Once the unbalanced term set,S, has been fixed. Its semantics will be
obtained applying the algorithm for representing the unbalanced labels (see
Fig. 12). Furthermore, the algorithm provides information to manage the
processes of CW.

This framework facilitates the modelling of unbalanced assessments in
evaluation processes and the computing processes with such a type of
information.

4.2 Gathering information
Once the framework has been defined in order to evaluate the different items,
the evaluation process must obtain the knowledge from the panel of experts.
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Given that, the framework has been fixed with a MEDM [17] problem struc-
ture, the experts will provide their knowledge by using utility vectors that
contain a linguistic assessment for each evaluated feature. Each expert,ei

provides his/her preferences inS by means of an utility vector:

Ui = {ui
11, . . . , u

i
1h, u

i
21, . . . , u

i
2h, . . . , u

i
m1, . . . , u

i
mh}

whereui
jk ∈ S is the assessment provided to the featurefk of the itemxj by

the expertei .
Consequently, in the gathering process every expertei will provide his/her

utility vector Ui expressed by linguistic labels in the unbalanced linguistic
term set,S, fixed in the evaluation framework.

4.3 Rating objects
The aim of the sensory evaluation process is to obtain information about the
worth of an evaluated item. So, this phase of the evaluation model computes
a global value for each item according to the information gathered. In order to
operate with the unbalanced linguistic labels, this model will use the unbal-
anced linguistic computing model [14]. The linguistic preferences provided by
the experts will be transformed into linguistic 2-tuples (by using theRemark
1:ui

jk ⇒ (ui
jk, 0)). Then, according to the computational scheme showed in

the Fig. 7 these 2-tuples will be transformed into linguistic values in the LH
by means ofLH.

In fact, the semantics of the unbalanced term set,LH (S), will belong to
different levels of the LH, then we cannot operate directly with the information
gathered. So we will conduct these labels into an unique level of the LH, called
Basic Representation Level and noted astBRL which will support the computa-
tional processes of unbalanced linguistic assessments [17]. We choosetBRL, as
the level of LH used in the representation algorithm which has associated the
highest granularity. The experts’ preferences,(ui

jk , α) ∈ S × [−0.5, 0.5), are

transformed into linguistic 2-tuples inSn(tBRL) by means ofLH that uses the
transformation function,TF t

tBRL
. A graphical example of the whole unification

process for an unbalanced linguistic label can be seen in Fig. 9.
Once the information has been conducted into one expression domain,

Sn(tBRL), it is applied a two-step aggregation process to compute a global
evaluation for the evaluated item:

(1) Computing collective evaluations for each feature: first, the rating pro-
cess will compute a collective linguistic 2-tuple,(ujk , α), for each
feature,fk, of the objectxj , using an aggregation operator,AGOP1, on
the assessments provided by the experts represented intBRL:

(ujk , α) = AGOP1((u
1
jk , α1), . . . , (u

n
jk , αn)), ujk ∈ Sn(tBRL)

(2) Computing a collective evaluation for each object: the final aim of
the rating process is to obtain a global evaluation,(uj , α), for each
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FIGURE 9
Semantic representation of the sensory evaluation in LH.

evaluated object,xj , according to all the experts and all features that
take part in the sensory evaluation process. To do so, this process will
aggregate the collective linguistic 2-tuples for each object by using an
aggregation operator,AGOP2:

(uj , α) = AGOP2((uj1, α1), . . . , (ujh, αh)), uj ∈ StBRL

The aggregation operators,AGOP1 and AGOP2, could be the same or
different ones depending on each sensory evaluation problem.

The aggregation results, will be obtained inSn(tBRL) and our model aim is to
express them in the initial expression domain, i.e., the unbalanced linguistic
term setS. To do so, the model will apply the transformation functionTF tBRL

t

in LH−1 to the results,(uj , α), obtained byAGOP2.

5 OLIVE OIL SENSORY EVALUATION

The virgin olive oil is distinguished of the rest of vegetal oils, because, its
special organoleptical properties of color, scent and flavor. The evaluation of
their organoleptical properties of scent and flavor are determined by means
of the application of the sensorial analysis. The sensory evaluation is used as
measure of quality of the oil and identifies their different categories (virgin
extra, virgin, ordinary virgin or lampante)1.

Currently, the classification of virgin olive oil samples is made according
to the intensity of the defects and positive attributes (see Table 2) by a group

1URL:http://www.internationaloliveoil.org/downloads/orga6.pdf.
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Negative attributes Positive attributes

Fusty Fruity
Musty-Humid
Muddy sediment
Wine-Vinegary
Metallic
Rancid

TABLE 2
Attributes of olive oil

INTENSITY

PROFILE SHEET

PERCEPTION OF
DEFECTS

Fusty

Muddy sediment

Metallic

Rancid

Others (specify)

PERCEPTION OF
POSITIVE
ATTRIBUTES

Fruity

010

FIGURE 10
Profile sheet.

of experts selected and trained as a panel, other attributes can be used for
other categorizations but, they are not used in this classification. The experts
fill up the profile sheet, showed in Fig. 10, with quantitative values according
to the intensity of their perceptions about each of the negative and positive
attributes.

According to the intensity of the defects and positive attributes of the olive
oil, it will be classified as:

(1) Extra Virgin grade when the median of the defects is equal to 0 and the
median of the fruity attribute is more than 0.
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(2) Virgin grade when the median of the defects is more than 0 and less
than or equal to 2.5 and the median of the fruity attribute is more than 0.

(3) Ordinary Virgin grade when the median of the defects is more than 2.5
and less than or equal to 6.0 or when the median of the defects is
less than or equal to 2.5 and the median of the fruity attribute is
equal to 0.

(4) Lampante virgin grade when the median of the defects is more than 6.0.

Therefore, in the numerical scale and as we shall show later in the linguistic
one too, we can point out that the classifier needs a finer granularity in the left
side of the scale because the classification constraints (1)–(4) focus on those
values in order to classify the olive oil samples.

Our aim is to define a proper qualitative framework for the olive oil sensory
evaluation, taking into account that, the evaluated properties (see Table 2) are
better adapted to an unbalanced scale with a finer granularity in the left side. We
shall propose an unbalanced linguistic framework for this evaluation process
and apply the model proposed in section 4, to classify olive oil samples in
such an evaluation framework.

5.1 Unbalanced linguistic evaluation framework
First, we have to define the framework based on unbalanced linguistic informa-
tion to evaluate olive oil samples. After a survey with different connoisseurs,
the scale utilized to assess in a qualitative way the intensity of attributes are
modelled by a unbalanced linguistic term set with five labels with the following
syntax and distribution (see Fig. 11):

S = {Total Absence, Barely Perceptible, Slight, Average, Great}
In order to understand easily so the framework as the remaining phases

of the model. Let’s suppose an Olive Oil Tasting Panel of eight connoisseurs
E = {e1, . . . , e8} will evaluate the intensity of the negative attributes:Fusty,
Musty-Humid, Muddy sediment, Wine-Vinegary, Metallic, Rancid and the
positive oneFruity. These attributes will be noted as,F = {f1, . . . , f7}, set
of sensorial attributes for a sample of Olive Oil.

Applying the representation algorithm of unbalanced linguistic information
to model the unbalanced termS using theLH showed in Fig.5. The algorithm
provides the semantic representation showed in Fig. 12 and theLH (S) and
Brid(S), which are given in Table 3.

Absence
Total Barely

Perceptible Slight GreatAverage

FIGURE 11
Semantic representation of the sensory evaluation in LH.
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Total
Absence

Barely
Perceptible Slight GreatAverage

Total
Absence

Barely
Perceptible Slight GreatAverage

FIGURE 12
Semantic representation of the sensory evaluation in LH.

S LH (S) Brid(S)

s0 = Total Absence (TA) s
G(0)
I (0) = s9

0 False

s1 = Barely Perceptible (BP) s
G(1)
I (1) = s9

1 False

s2 = Slight (S) s
G(2)
I (2) = s5

1 True

s3 = Average (A) s
G(3)
I (3) = s3

1 True

s4 = Great (G) s
G(4)
I (4) = s3

2 False

TABLE 3
LH (S) andBrid(S)

The semantics and syntax of the linguistic term set used in the evaluation
process are:

s0 = Total Absence = (0, 0, .125), s1 = Barely Perceptible = (0, .125, .25)

s2 = Slight = (.125, .25, .5), s3 = Average = (.25, .5, 1),

s4 = Great = (.5, 1, 1)

5.2 Gathering information
In our qualitative framework, the experts of the Tasting Panel provide their
preferences about the attributes of the Table 2. In Table 4 we can see the
preferences provided by our panel. These preferences are provided by filling
the form showed in the Fig. 13:
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f1 f2 f3 f4 f5 f6 f7

e1 TA TA TA TA TA TA A

e2 TA TA TA TA TA TA S

e3 TA TA TA TA TA TA S

e4 TA TA TA TA TA TA S

e5 TA TA TA TA TA TA S

e6 TA TA TA TA TA TA A

e7 TA TA TA TA TA TA G

e8 TA TA TA TA TA TA G

TABLE 4
Olive oil tasting panel’s utility vectors for the attributes

Absence
Total Barely

Perceptible Slight GreatAverage

INTENSITY

PROFILE SHEET

PERCEPTION OF
DEFECTS

Fusty

Muddy sediment

Metallic

Rancid

Others (specify)

PERCEPTION OF
POSITIVE
ATTRIBUTES

Fruity

FIGURE 13
Profile sheet.

Due to the fact that, we are dealing with an unbalanced linguistic framework
the experts preferences will be transformed into 2-tuple representation model
using the symbolic representationsi instead of its syntax to manage easily this
information, the results of this transformation is showed in Table 5.

5.3 Rating objects
The classification of olive oil samples is carried out according to the intensity
of the defects and the fruity. To do so and according to the proposed model,
it is computed a collective value from the evaluated features. In our case the
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f1 f2 f3 f4 f5 f6 f7

e1 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s3, 0)

e2 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s2, 0)

e3 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s2, 0)

e4 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s2, 0)

e5 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s2, 0)

e6 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s3, 0)

e7 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s4, 0)

e8 (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s4, 0)

TABLE 5
Olive oil tasting panel’s utility vectors for the feature the 2-tuple representation model

negative features and the fruity feature. In the quantitative model this collec-
tive value is computed by using the median operator, so in our proposal we
shall extend the median operator to deal with linguistic 2-tuples that is defined
as follows:

Definition 3. Let X = {(sj , α)1, . . . , (sj , α)n}, sj ∈ S = {s0, . . . , sg} be an
ordered set of 2-tuples and(sj , α)k is the k-th largest of the elements in X, the
2-tuple median operatorMed(X) is computed as,

Med(X) =
{

Med(X) = (sj , α) n+1
2

if n is odd

Med(X) = (sj , α) n
2

if n is even

When n is even the value of the median is not unique,Med(X) ∈
[(sj , α) n

2
, (sj , α) n+1

2
]. More generally:

Med(X) = �

(
�−1(sj , α) n

2
+ �−1(sj , α) n+1

2

2

)

Then, the rating process for this problem consists of two aggregation steps:

(1) Computing collective evaluations for each feature: We use the aggre-
gation operator for 2-tuples�F , beingF = Med(X) i.e., the median
for 2-tuples defined above. In Table 6 we show the collective values
obtained by the median.

f1 f2 f3 f4 f5 f6 f7

�F (fi) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s0, 0) (s3, 0)

TABLE 6
Collective values for each feature
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An example of the computation of the median for the attribute positive
fruity, f7, is:

(s3, 0) = �F [(s3, 0), (s2, 0), (s2, 0), (s2, 0), (s2, 0), (s3, 0),

(s4, 0), (s4, 0)]
= LH−1[�F (TF t ′

tBRL
(LH(s3, 0)), TF t ′

tBRL
(LH(s2, 0)),

TF t ′
tBRL

(LH(s2, 0)), TF t ′
tBRL

(LH(s2, 0)),

TF t ′
tBRL

(LH(s2, 0)), TF t ′
tBRL

(LH(s3, 0)),

TF t ′
tBRL

(LH(s4, 0)), TF t ′
tBRL

(LH(s4, 0)))]
Being,

tBRL = max{3, 2, 1, 1} = 3

and

LH(s3, 0) = s
n(1)
1 = s3

1,

LH(s2, 0) = s
n(2)
1 = s5

1,

LH(s4, 0) = s
n(2)
2 = s5

2,

then,

�F [(s3, 0), (s2, 0), (s2, 0), (s2, 0), (s2, 0), (s3, 0), (s4, 0), (s4, 0)]
= LH−1[�F ((TF1

3((s
3
1, 0)), TF2

3((s
5
1, 0)), TF2

3((s
5
1, 0)),

TF2
3((s

5
1, 0)), TF2

3((s
5
1, 0)), TF1

3((s
3
1, 0)), TF2

3((s
5
2, 0)),

TF2
3((s

5
2, 0))))]

= LH−1[�F ((s9
4, 0), (s9

2, 0), (s9
2, 0), (s9

2, 0), (s9
2, 0), (s9

4, 0),

(s9
8, 0), (s9

8, 0)]
= LH−1(s9

3, 0) = (s3, 0)

(2) Computing a collective evaluation for each object: in the olive oil
sensory evaluation this process obtains two different values. One for
the negative features, noted asd, and another one noted asp for the
fruity attribute. Those values are computed as:

d = max(g1, . . . , gn),

being gi = �F (fi), the median for the negative featuresfi, i ∈
{1, 2, 3, 4, 5, 6}. And

p = �F (f7),

the median for the fruity feature. From these values the olive oil sam-
ple will be classified according to the classifier,cl(x, y), that uses the
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valuesd andp as follows:

cl(d, p) =




extra virgin d = (s0, 0) and p > (s0, 0)

virgin (d > (s0, 0) and d ≤ (s2, 0)) and

p > (s0, 0)

ordinary virgin (s2, 0) < d <= (s3, 0.1) or

d <= (s2, 0) and p = (s0, 0)

lampante virgin d > (s3, 0.1)

In our example:

d = (s0, 0) = max{(s0, 0), (s0, 0), (s0, 0), (s0, 0), (s0, 0), (s0, 0)},
andp = (s3, 0) then

cl((s0, 0), (s3, 0)) ⇒ extra virgin.

The classification for the sample of olive oil isextra virgin.

6 CONCLUDING REMARKS

The sensory evaluation is a process in which the information provided by the
experts involves uncertainty because it is acquired via human senses. There-
fore, the use of linguistic information to model its variables can provide a
suitable framework to deal with such uncertainty. Usually in such a case, uni-
form and symmetrically distributed term sets are used to assess the linguistic
variables. However, we can find sensory evaluation problems in which the
experts need a greater level of distinction in one side of the evaluation scale
than in the another one. In this paper, we have presented a sensory evaluation
model that offers an unbalanced linguistic evaluation framework to the experts
in order to model linguistic scales for the evaluation process that are not sym-
metrical either uniformly distributed. And it provides an evaluation model that
is able to deal with this type of information without loss of information.
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